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1 Introduction: computational evaluation as a subfield of 
linguistics 

Research on evaluative and subjective language has been a regular preoccupation of linguists, 
with many and varied approaches to how language conveys subjectivity, emotion, opinion, or 
evidentiality. At the same time, research in computational linguistics (CL) and natural language 
processing (NLP) has focused on how to extract and label evaluative meaning in text, especially 
in the field of sentiment analysis. My proposal is that, relatedly but independently of sentiment 
analysis, linguists have important contributions to make in the subfield of computational eval-
uation, one where the goal is to represent and process evaluative language, associating evalua-
tive meanings with expressions of human language.  

My goal in this paper is to advance the notion of computational evaluation as an overarching 
approach to the study and computational processing of language. I will illustrate this with pro-
jects on evaluative language that we have carried out in my lab in the last few years, stressing 
how we have needed multiple levels of language to approach them. I will note that I discuss text 
analysis exclusively, including analysis of speech that has been transcribed as text. Detection of 
emotion and evaluation from speech and sign language requires additional techniques and con-
siderations.  

The study of evaluative language has a long history in linguistics, encompassing research on 
affect, subjectivity, point of view, and evidentiality, with more recent studies on appraisal or 
emotion language (Chafe & Nichols 1986; Biber & Finegan 1988; Giannakidou 1995; Wierzbicka 
1999; Martin & White 2005; Bednarek 2008; Hunston 2011; Dancygier & Sweetser 2012; 
Gutzmann 2019). What I want to draw from all this research is that, in linguistics, we understand 
the complexities of evaluation and attitude and we can use that extensive background on how 
evaluative language works to “computationalize” those insights.  

I like to frame the concept of computational evaluation in terms of the difference between CL 
and NLP. Whether there is a difference, and what the difference is, has long been a debate in 
this and related fields (Raskin 1987; Tsujii 2021). There are many ways of looking at the division 
of labour, but one that I found particularly helpful is Josef Fruehwald’s formulation (Fruehwald 
2024). He proposes that CL is much broader than NLP and concerned not just with applications. 
He suggests that a good way to approach the distinction is to think about the set of things x 
that are part of CL and not part of NLP, as shown in (1), from Fruehwald (2024). 

(1) { 𝑥𝑥 | 𝑥𝑥 ∈ 𝐶𝐶𝐶𝐶 and 𝑥𝑥 ≠ 𝑁𝑁𝐶𝐶𝑁𝑁 } 

Some of Fruehwald’s examples for elements in that set include parsers for minimalist syntax 
(Berwick & Stabler 2019), where the goal is to model the minimalist framework and not neces-
sarily to build a good or efficient parser, as we know that the fastest and more accurate parsers 
are in the dependency formalism (De Marneffe et al. 2021; Jurafsky & Martin 2024). Building a 
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fast and efficient parser is an NLP problem; building a parser to test a linguistic theory is a CL 
problem. In that set of CL problems are also agent-based models, such as models of how lan-
guage change spreads through a community (Stanford & Kenny 2013).  

Inspired by this approach, my question is what is the set of x that belongs in computational 
evaluation. An analogous formula is in (2). 

(2) { 𝑥𝑥 | 𝑥𝑥 ∈ Computational Evaluation and 𝑥𝑥 ≠ NLP } 

I define computational evaluation as an approach to understanding and representing evaluative 
language in a computational way. It is perhaps most straightforward to define it as the range of 
studies that one can undertake and the set of questions that one can ask which would fall under 
the rubric of computational evaluation. Some examples are in the realm of sentiment analysis, 
which is fundamentally a part of NLP. There are, however, aspects of sentiment analysis that 
NLP may not be interested in, because they do not directly address the problem of how best to 
determine the sentiment of a text. Such aspects may concern the general linguistic patterns for 
sentiment, including patterns that are difficult to extract automatically, because they are heavily 
context dependent. Another aspect may be the difference in how positive and negative evalua-
tion is expressed, and what linguistic devices negative evaluation employs more frequently, one 
of the issues I explore, especially as concerns how figurative language is used to convey nega-
tive evaluation. Such studies are of interest to linguists and perhaps to researchers in computa-
tional evaluation, but they would not necessarily be of much interest to NLP researchers, as 
they may not directly contribute to better sentiment analysis systems.  

Another aspirational example could be an approach that formalizes how people evaluate some-
thing collaboratively, in conversation, or how they contribute to a debate in a constructive way. 
I say this is aspirational because the studies I have conducted so far have only scratched the 
surface of how we could formalize collaborative evaluation (Canute et al. 2023; Kolhatkar et al. 
2023). 

Approaching the definition in terms of how it is similar to other fields, I would propose that it 
is similar to computational semantics or computational phonology. Blackburn & Bos (2003: 27) 
state that computational semantics has as a goal to “automate the process of associating seman-
tic representations with expressions of human language”. Computational phonology, according 
to the Association for Computational Linguistics, is “the application of formal and computa-
tional techniques to the representation and processing of phonological information”.1 Similarly, 
computational evaluation has as a goal to understand and represent evaluative language, so that 
we can associate expressions of human language to adequate representations or abstractions 
which capture the meaning of the evaluation. 

                                                      
1 https://aclweb.org/aclwiki/Computational_Phonology, 12 July 2024 

https://aclweb.org/aclwiki/Computational_Phonology
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I return to what is inside computational evaluation below. First, I would like to provide some 
examples of the study of evaluative language from a computational point of view that I believe 
are firmly grounded in NLP and are not necessarily examples of computational evaluation, so 
that we can appreciate the difference. I then define and illustrate how to do computational eval-
uation in Section 3, to then expand on one project on computational evaluation, the goal of 
which is to detect metaphors and other forms of figurative language that are used in abusive 
language online, in Section 4. 

2 Evaluative language in NLP 

In this section, I address research under the rubric of either NLP or CL but in either case oriented 
towards applications of computational processing, rather than towards understanding language 
from a computational point of view. 

NLP has by now accumulated a large back catalogue of research going back a couple of decades 
into how we can extract evaluation, sentiment, and opinion automatically from text. Some of 
that work is more theoretical, with a focus on how we define and operationalize concepts such 
as subjectivity or viewpoint or how we can capture opinion and sentiment. An example is a 
series of papers by Janyce Wiebe and colleagues formalizing subjectivity (Wiebe 1994; Wiebe et 
al. 2004; Wilson et al. 2009), inspired by the work of Ann Banfield on point of view in narrative 
(Banfield 1982). Wiebe et al. (2004: 277) define subjectivity as “aspects of language used to ex-
press opinions, evaluations, and speculations”. From that definition, the researchers embark on 
an ambitious research project that consists of identifying linguistic markers of subjectivity, or-
ganizing them in dictionaries, and building an NLP system to automatically identify if a text is 
subjective and, if so, whether positive or negative. This line of research is an excellent example 
of NLP work that is inspired and grounded in linguistics and has the dual goal of learning some-
thing about subjective language and of resulting in an application, an NLP system.  

Some of the NLP research on evaluative language is more application oriented. Here, we can 
include the large field of automated content moderation (Gillespie 2020). In general terms, au-
tomated content moderation does not have as a goal the understanding or representation of the 
language to be moderated. Its primary goal is to produce a system that can reliable (and hope-
fully transparently) moderate online comments and online content. We can also include work 
on detecting the language of misinformation, which is often evaluative (Asr & Taboada 2019; 
Guo et al. 2022; Asr et al. 2023). As an illustration of x that fluctuates between belonging in 
computational evaluation or NLP, I will expand here on sentiment analysis.  

Sentiment analysis, which goes by other names such as opinion mining, subjectivity analysis, 
or tone extraction, is, in the most basic definition, the classification of texts based on subjective 
content. When firmly in NLP, this is a text classification problem, akin to spam detection or 
fake news detection, using machine learning and AI techniques.  
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The definition includes classification of texts. Naturally, what we mean by text can be many 
things, from an entire document (a Bank of Canada statement, a UN press release, a news article, 
a blog post, a comment after a news article or a YouTube video), to a message in one of the 
many short comment platforms available at the time of writing (e.g., Instagram, Twitter/X, 
Threads, Mastodon, BlueSky). We could also analyze private chat messages, WhatsApp mes-
sages, messages on the company Slack channel, a sentence, a news headline. Anything that can 
be broadly construed as a text is fair game for sentiment analysis. As I have done before, I will 
focus here largely on text, ignoring the very important multimodal aspect of sentiment and 
evaluation, even when conveyed digitally and primarily in textual form.  

The input in sentiment analysis is a text, whatever form that takes, and the output is a score, 
representing the sentiment of the text (Taboada 2016). The score can be on different scales, a 
binary positive or negative, a five-point system like that of Amazon reviews, or a completely 
different scale which can ultimately be reduced to positive or negative. For instance, in a study 
of Reddit comments, the company Aware uses the labels toxic and healthy, but ultimately, what 
they are doing is sentiment analysis, and both can be mapped to a positive and negative scale 
(Donahue et al. 2025). Examples of previous research where the meanings of positive and neg-
ative, and the texts, are slightly different, include the following: 

– Good or bad news headlines (Ku et al. 2006; Balahur et al. 2010) 
– Likes and dislikes in books, movies, and consumer products (Pang et al. 2002; Taboada 

et al. 2011) 
– Pros and cons of a product (Kim & Hovy 2006) 
– Candidate likely or unlikely to win an election (Kim & Hovy 2007; Mohammad et al. 

2015) 
– Support or opposition for proposed legislation (Bansal et al. 2008) 
– Agreement or disagreement with a topic (Malouf & Mullen 2008) 
– Arguments in favour or against a topic (Somasundaran & Wiebe 2009; Stab & 

Gurevych 2017) 
– Improvement or death in medical texts (Niu et al. 2005) 
– Depression or not from social media postings (Zucco et al. 2017; Babu & Kanaga 2022) 
– Stock price likely to go up or down (Bouktif et al. 2020) 
– Constructive or toxic comment or post (Cavasso & Taboada 2021; Kolhatkar et al. 

2023) 
– Good or bad employee morale (Xie et al. 2022; Donahue et al. 2025) 

Given the diversity of problems sentiment analysis tries to tackle, it is remarkable that ap-
proaches typically fall into just two main camps, either knowledge-based or machine learning 
(Taboada 2016; Taboada et al. 2011). The first approach, the knowledge-based, lexicon-based, 
dictionary-based, or rule-based approach, starts with creating dictionaries of positive and neg-
ative words and various rules. For instance, there could be a rule that when a positive word is 
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in the scope of negation, the polarity is reversed. Or that when a sentiment word is in the scope 
of an irrealis or nonveridical element (Giannakidou 2001), the strength is lowered. In Table 1, 
we see some words from the SO-CAL dictionary, which has polarity for each word in a scale 
from +5 to –5 (Taboada et al. 2011). The second column shows that polarity when it is in the 
scope of negation, i.e., reversed (not good). The third column includes examples of the word in 
the scope of an irrealis marker, such as could be good or should have been good, where we have 
applied a simple rule that brings the value of the word down by two points. 

Table 1: Polarities and contextual changes for select words 

Word Polarity With negation With irrealis 

good 3 –3 1 

excellent 5 –5 3 

masterpiece 5 –5 3 

bad –3 3 –1 

terrible –5 5 –3 

disaster –4 4 –2 

The development of such a system consists of carefully crafting dictionaries, often tailored to 
the specific register that needs to be analyzed. Specific words will have different polarities de-
pending on the context. For instance, a loud restaurant is usually negative. A loud speaker is a 
good thing (loud enough for a big room; loud enough to use outdoors). Rules to be applied also 
need to be carefully considered. We learned in our work that the polarity reversal for negation 
that is reflected in Table 1 above is too simple, as negation is frequently more subtle, instead 
acting as a shift on a scale. For example, given the word excellent with a value of 5 on a scale, 
the negated not excellent does not seem to convey a meaning of –5 but rather a downtoned 
value, perhaps a 1 or –1. The effect of negation is not a polarity switch, but a polarity shift. 

The application of these systems to new data consists of extracting words from a new text and 
comparing them to words in the dictionary. The words are labelled with their polarity and rules 
are applied when contextual information may change the polarity. Eventually, all the words in 
the text are usually averaged to arrive at a final score for the text. The average method can be 
improved if we have enough knowledge of the structure of the text. We found that, for reviews, 
it is better to assign higher weight to words towards the end of the review, as words at the 
beginning tend to provide context and are not as relevant to the overall evaluation (Taboada & 
Grieve 2004), as we will see below. 
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The other main approach to sentiment analysis is a statistical method, mostly based on machine 
learning, on learning patterns from annotated data. To learn those patterns, researchers prepare 
training data, that is, texts that are varied enough but similar enough to the texts that they want 
to process. Each text also has a label, indicating whether the text conveys positive or negative 
sentiment. The labels can also be more granular, perhaps a five-star system like that of reviews 
on many sites. The training phase consists of applying a machine learning algorithm to learn 
patterns from the text, extracting relevant features. The features may be as simple as frequency 
or presence of positive or negative words but also length of text, length of sentences, what 
words appear and not, etc. For instance, in a previous study, we found that the word plot was 
predictive of a negative review for a movie (Taboada et al. 2011). It looks like people only men-
tion plots when they have something bad to say about them. In that case, plot is not a negative 
word per se, but instead a feature of negative reviews. 

In that training phase in machine learning, what we do is apply an algorithm to those features 
we extracted from the training data. The algorithms come in different flavours, but the im-
portant thing is that the algorithm builds a classifier. To use the system “in the wild”, we process 
a new text, extract features from it and ask the classifier whether those features are correlated 
with positive or negative reviews in the training data. Then, we obtain a label and we can assign 
that label to new data.  

Each method has its downsides, of course. The lexicon method relies on hand-crafted diction-
aries that are static; a human must add to them or curate them. The machine learning dictionary 
learns to predict very specific characteristics of the training data, what is known as overfitting. 
Researchers have reported that a method was correlating the name Angelina Jolie with negative 
reviews. This is because it was based on a corpus of movie reviews that contained many nega-
tive reviews of the movie Tomb Raider 2, from 2003, which Angelina Jolie starred in (Pang et al. 
2002).  

More modern methods of machine learning incorporate other forms of learning, including semi-
supervised or unsupervised methods, some of them using deep learning (Hoang et al. 2019; 
Roccabruna et al. 2022; Cui et al. 2023; Badia et al. 2024).  

In all cases, the complexity of the sentiment analysis task is derived from the inherent complex-
ity of evaluative language, which is heavily context dependent. Most systems treat a text as a 
bag of words, counting occurrences of certain words or measuring whole text characteristics, 
like length. In addition to the phenomena I illustrated in Table 1, which are local to words and 
phrases, there are whole clause and whole text phenomena that are difficult to capture auto-
matically. The first one is irony and sarcasm, a very complex linguistic phenomenon. To illus-
trate it, let us look at one of my favourite examples, a review of the 2000 album by rapper Shyne. 
The review site had a prompt, asking people to say where or when they would listen to the 
music. The prompt was “This is great music to play while…”. A reviewer completed the prompt 
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with the text in (3). Of course, the word garbage may have been enough to classify this as neg-
ative, but the sarcasm affects the interpretation of the whole sentence. 

(3) “This is great music to play while…” getting ready to go out, because hearing this garbage 
makes you want to leave as fast as possible.  

One more example I would like to offer is the role of world knowledge in the interpretation of 
evaluation, again with an example from a corpus of reviews (Taboada 2008). The text in (4) is 
part of a review of a small SUV. Without any knowledge of the world, an automated system 
may pick up a lot of leg room as a positive thing for a vehicle. World knowledge comes in, of 
course, when we realize that children have small legs and this means that there is, in fact, not 
much leg room for most people. In addition to background knowledge, the text also plays with 
sarcasm to make a point. 

(4) Speaking of kids in the back-seat, this little truck actually has a lot of leg room… for kids 

In summary, accurate sentiment analysis requires knowledge of context and deep linguistic 
knowledge. I have been saying for 20 years that we need context to do sentiment analysis well. 
Farah Benamara, Yannick Mathieu and I wrote a 65-page paper saying that context is important 
and proposing a model for representing it (Benamara et al. 2017). In our model, we had an op-
erator, Ω, to represent the intrinsic properties of a sentiment expression, and a set of functions 
to capture extrinsic properties, so that you can update the values in Ω. The intrinsic properties 
are shown in (5), namely entity, aspect, sentiment, and holder. Then, in (6), we see a set of 
functions that may update the properties of Ω, including aspects such as negation, sarcasm, or 
world knowledge. Finally, the process of updating Ω is in (7), whereby whenever we encounter 
a property in an update function, we can update the values in Ω to reflect that contextual in-
formation. 

(5) Ω = (e, a, s, h) 

(6) 𝕴𝕴 = { F1, …, 𝐹𝐹𝑛𝑛 } 

(7) ∀ 𝐹𝐹𝑖𝑖 ∈ 𝕴𝕴, 𝐹𝐹𝑖𝑖 ∶ Ω ↦ Update(Ω) 

This is an example of computational evaluation, an approach that formalizes the type of infor-
mation needed to understand and represent evaluative language. I should emphasize that many 
other scholars understood the need to address context for rigorous processing of evaluative 
language; some of that work is collected in a special issue of Computational Linguistics that I 
co-edited (Benamara et al. 2018). 

With the advent of large language models (which I will refer to as LLMs), we have opened new 
avenues of exploration. One question that many researchers have explored is whether LLMs 
capture context, adequately or at all. This is, in a way, a reverse engineering process. In previous 
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supervised machine learning approaches, what we had was features that we all knew and un-
derstood well and then added more features, some of them discourse and context features, like 
nuanced ways of capturing negation, for instance. Then, through a process of evaluation and 
further training, we understood better which features were helpful and which were not. This, 
of course, was accompanied by experimentation with different types of algorithms for the train-
ing itself. 

Research has shown that language models can infer discourse structure from documents, per-
forming as well as some human or other automated baselines (Huber & Carenini 2022). Lan-
guage models are also able to capture discourse entities and their relations, in a sort of corefer-
ence chain structure (Loáiciga et al. 2022). Recent research also shows that context and LLMs 
can work together to enhance sentiment analysis (Ein-Dor et al. 2022). Much of this research is 
theoretical; there are also systems out there that claim to have solved the holy grail of sentiment 
analysis, using it for actual practical and consequential applications like stock market prediction 
(Global Markets Training 2024). 

This takes us to what I would like to discuss next. I would like to focus away from chasing state 
of the art results and having applications that, fundamentally, we know are not capturing what 
is important for understanding and processing evaluative language and instead to go back to 
fundamentals, to representing and processing evaluative language in a principled way.  

3 How to do computational evaluation 

It is perhaps best to answer this question with examples, immodestly from my own work. I will 
discuss research in my lab on sentiment and opinion. Although some of it was partly within 
NLP and with applications in mind, it is still a contribution to computational evaluation, in that 
the primary motivation was to understand how evaluative language works. I start with three 
examples of research on patterns of opinion and then I continue with patterns of opinion in 
online news comments. 

First, let us examine linguistic patterns for sentiment and three aspects that reveal the linguistic 
complexity of sentiment analysis. The first piece of work is a study I did with Jack Grieve, where 
we discovered that evaluation in reviews is mostly in the last third of the review (Taboada & 
Grieve 2004). By assigning a higher weight to words in the last third of the text, we improved 
the performance of our sentiment analysis system. We experimented with different weights, 
but we found that there was a peak of opinion-related adjectives at the two third mark of most 
reviews, which were short reviews posted online (Taboada 2008). The final weights were as 
shown in Figure 1. For instance, if the adjective excellent appeared in the first third of the text, 
its prior polarity (let us say, a positive 4) was multiplied by 0.2. This is because we had found 
that adjectives at the beginning of the text tended to constitute ‘noise’, i.e., they often referred 
to aspects other than the thing being reviewed. If the review was of a movie, the adjectives at 
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the beginning may describe the mood of the reviewer at the time they went to see the movie or 
other contextual factors extraneous to the film itself. The word excellent could well refer to the 
concession popcorn. The beginning stages of a review tend to be descriptive rather than evalu-
ative (Taboada et al. 2009). If the word excellent, however, appears towards the two third point 
in the text, then we multiply its weight by 1, assigning it the full dictionary value. This is a 
simple example of how application-oriented work led us to a linguistic insight about evaluative 
text, about the structure of stages in review texts and the distribution of descriptive vs. evalua-
tive stages. 

 

Figure 1: Weight distribution for evaluative adjectives in review texts 

The second example of patterns of sentiment comes from other work examining the distribution 
of positive and negative evaluation. In Taboada & Gómez-González (2012), we found that, when 
we got things wrong by simply counting negative and positive words, it was because the posi-
tive was almost meant to be discounted. This we labelled as a vernacular style of argumentation, 
a “yes, but” kind of style, which Susan Hunston has also called a dialogue with no alternative 
viewpoints: “some people say X, but I say Y” (Hunston 2011). We found this pattern in conces-
sive relations, which occurred either within the sentence, as in (8), or across sentences, struc-
turing whole chunks of the discourse, as we see in (9). In the first example, two adjectives, happy 
and sad are present. If we were to average their values, we would conclude that this sentence 
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conveys neutral evaluation. The author, however, is evaluating the ending as primarily sad, 
because the adjectives sad is found in the nucleus, the main part of this sentence.  

(8) Although the ending was a happy one, it was also a little sad. 

(9) The good stuff….the visual production itself with its ultra-stylized appearance. It looks nice, 
but did the budget of a third world nation need to be spent to create this film? 

Finally, the third example of patterns of evaluative language is a pattern we discovered not at 
the discourse level, but at the phrase level, in the use of what we called adverbly adjectives, an 
adjective phrase made up of a deadjectival adverb (the -ly adverb) and an adjective, such as 
deeply disturbing or delightfully performed. We found that these are extremely common in eval-
uative text. They are quite interesting, because some of them are oxymorons, where one part is 
negative and the other positive. In a series of papers with Cliff Goddard and Radoslava Trnavac, 
we explored how this construction conveys evaluation (Goddard et al. 2016, 2018, 2019; Taboada 
et al. 2017; Trnavac & Taboada 2020; Taboada et al. 2024). We classified different combinations 
into semantic classes, conveying Degree, Focus, Manner, Reaction, Topical, and Epistemic. The 
most interesting, from our point of view, were the Reaction type, as they intensely conveyed 
evaluation, including in oxymorons like the ones shown in (10). They seem to be deployed as 
examples of linguistic virtuosity. Additionally, the construction is perhaps quite English spe-
cific: While it seems possible in other languages, it is not employed so frequently. What made 
this pattern challenging for sentiment analysis is that it is difficult to assign a numerical, com-
positional positive or negative label to the oxymorons. In an example like devastatingly effective, 
devastating is negative whereas effective is positive. It is difficult to decide what the value of the 
phrase should be. 

(10) Reaction type: incredibly good, breathtakingly simple, ridiculously complex, gorgeously 
written, comically predictable 

 Oxymorons: staggeringly incompetent, devastatingly effective, strangely compelling, 
beautifully heartbreaking, zealously moderate 

These three examples, the structure of reviews, vernacular argumentation, and adverbly adjec-
tives, are all examples of phenomena we found in the process of doing NLP, that is, in the process 
of doing sentiment analysis. But they are all linguistically interesting and can perhaps be exam-
ples of what it means to do computational evaluation.  

Many questions remain, about what we gain and lose with large-scale vs. qualitative analyses, 
and how to undertake each from a principled point of view. It is also quite likely that the bound-
aries, between large-scale and quantitative, between NLP and CL, do not matter as much, and 
the most important principle is that we are studying evaluative language as a phenomenon unto 
itself.  
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The last main section of this paper addresses another example of computational evaluation, that 
of the use of figurative language to convey evaluative meaning, and especially extremely nega-
tive evaluation of the type that appears in abusive and toxic language online.  

4 Metaphors in abusive language online 

In the context of finding abusive and hateful language online and doing so computationally, we 
find that, indeed, explicit abuse abounds online. Research has also shown, however, that abusive 
language sometimes wraps negative opinion in positive words (Taboada et al. 2017). I argue that 
metaphor is one of the ways we do this, because the pragmatic role of metaphor is usually to 
provide evaluation (Charteris-Black 2004). Some of the metaphors are quite conventionalized, 
in the form of idioms or appeals to common tropes, yet some of them are sophisticated and 
subtle uses of figurative language with the intention to offend.  

Let us examine two examples of simple metaphor, without apparent abusive intent. The first is 
an example of a comment in response to a policy proposal by the NDP, one of Canada’s political 
parties, to start a national daycare plan. The comment in (11) is about “growing money trees”. 
This is somewhat conventionalized, an appeal to the idiom money doesn’t grow on trees. Alt-
hough not particularly offensive, the irony does intend to dismiss the contents of the article it 
refers to and the idea that the plan is financially feasible.2 Other metaphors are somewhat more 
sophisticated; for instance, (12) refers to an increase in the number of elderly baby boomers as 
a tsunami. This appeals to the inevitable and destructive character of natural disasters 
(Dancygier 2016).  

(11) Wow, great idea! All we need to do now is to start planting those money trees and 
everything will be okay. 

(12) the opposition parties fail to address the coming economic Tsunami of aging boomers 

I would like to start by defining what I mean by abusive language. I will gloss over many im-
portant differences, but we can delimit slightly different phenomena that we talk about when 
we talk about abusive language. Some of it is offensive, abusive, or toxic, and some of it is hate 
speech. Hate speech is a category unto itself, mostly because it is well defined from a legal point 
of view, although different jurisdictions have different legislation on this, and what is allowed 
or prosecuted can vary (Leader Maynard & Benesch 2016; Brown 2017; Gill 2020). The other 
main category, apart from hate speech, includes terms like offensive, abusive, or toxic language 
(Waseem et al. 2017; Fortuna et al. 2020; Kennedy et al. 2022). In general, I prefer both abusive, 
which tends to evoke attack on a person, and toxic, which also conveys that toxic substances 
have a nasty habit of spreading. One reason platforms are encouraged to moderate toxic content 

                                                      
2 https://www.theglobeandmail.com/opinion/daycare-picks-up-the-ndp/article21094039/, 12 July 2024 

https://www.theglobeandmail.com/opinion/daycare-picks-up-the-ndp/article21094039/
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is because it poisons the space. The general consensus around toxic language is that there is no 
consensus (Avalle et al. 2024). Attempts at definitions, however, do have some common char-
acteristics, having to do with the content (obscene, derogatory, violent, or extreme) and with 
the consequences (that the content is likely to make someone leave the conversation; Demjén 
& Hardaker 2016; Waseem et al. 2017; Sap et al. 2019; Kolhatkar et al. 2020; Vidgen & Derczynski 
2021). 

The challenge in automatic detection of abusive and toxic language is that metaphors are often 
deployed. Mendelsohn et al. (2020) examine the linguistic resources for dehumanizing and abu-
sive language and conclude that they include metaphors related to animals, metaphors of dis-
gust, and denial of subjectivity and agency. We could say, following Lakoff & Johnson (1980), 
that we not only live by metaphors but also hate by metaphors.  

Let us examine some examples that illustrate this use of metaphors, but also other figures of 
speech, to convey abuse. The examples that follow come from a corpus of online news com-
ments (Kolhatkar et al. 2020) and from a corpus of tweets directed at politicians in the 2019 
Canadian federal election (Dubois & Owen 2019). In (13) and (14), we see examples of dehuman-
ization. It is almost conventionalized to refer to people we do not like as animals, as we see in 
(13), where a politician is portrayed as a piglet. In the second example, the members of ISIS are 
labeled as Neanderthals, Cro-Magnons, or savages, all clearly meant derogatorily. In the exam-
ples, I have written in boldface the linguistic expressions that most overtly convey the meta-
phors. 

(13) The G & M refers to Mr. Kenney as a person of stature. In our house we refer to him as 
piglet. Often up on his hind legs, squealing. 

(14) They say a guerrilla war is unwinnable. Bomb these ISIS neanderthals into the stone 
age and youll get a hardier species of cro-magnon savages that will make ISIS look 
like surreal tea party fairies. But, hey, enjoy. Give war a chance. Its good for bizness. And 
its really really good for show biz. 

The next set of examples illustrate a use of the metaphor ‘bad person as a toxic substance’. (15) 
and (16) refer to Stephen Harper, who was, at the time of these comments in 2015, running as 
an incumbent to remain prime minister, an election that he eventually lost. A hashtag devel-
oped, heave Steve, which alluded to a desire to ‘eject’ him or ‘get rid of him’, which appealed to 
notions of toxicity and undesired stomach contents. (17) refers to another politician, this time 
very explicitly, as a toxic idiot and a source of disgust, another common metaphor for something 
undesirable.  

(15) Anybody But Harper. This man is a dangerous Power of One and we let him take it. Vote 
strategically to heave Steve. I refer the Liberal Program which includes returning to a 
more open government. 
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(16) CONS have no moral compass. Long past time to #HeaveSteve. 

(17) @MichelleRempel @CreativeTweets Ur a toxic idiot Michelle and totally irresponsible. U 
disgust me 

Beyond metaphors, other rhetorical devices and figures of speech are used to convey negative, 
abusive, or toxic opinions. By rhetorical devices I mean the traditional, classical sense of figures 
and tropes. For instance, rhetorical questions and reported speech play a role in abusive lan-
guage. Rhetorical questions, questions without an answer or where the answer is obvious, are 
often deployed. Quoting somebody is often a way of evoking what they said, and it can be used 
to distance the speaker from the content or to mock it. (18) below illustrates a repeated use of 
rhetorical questions, whereas (19) uses direct speech (What is wrong with this site???), i.e., speech 
by another poster, to mock that poster. 

(18) Less is done? can you actually support that claim with real evidence? Or have you just 
swallowed the hype, hook, line and sinker? 

(19) "What is wrong with this site???" - that it lets users like you register and ask questions. 

Other figures of speech, such as euphemism, litotes, sarcasm, or antithesis are often deployed. 
One of the most productive resources for abusive language is sarcasm and irony. This brings us 
back to the issue that sarcasm and irony are a very difficult problem for sentiment analysis. 
They will also be a difficult problem in abusive language detection. It is also important to re-
member is that these rhetorical devices often come together, and it is the combination that 
produces a pile-on effect and the sense that the message is abusive (Charteris-Black 2005).  

We can treat this as a computational evaluation problem. We may be able to find metaphors 
using NLP, but what I am interested in is whether we can identify the ones used for abuse and 
whether this line of research will reveal something interesting about abusive language itself. 
Research on automatic detection of metaphors is thriving and there is hope that accurate detec-
tion of various types is not far off (Shutova et al. 2013; Harris et al. 2018; Tong et al. 2021; Kühn 
& Mitrović 2024). Other subfields of linguistics, including corpus linguistics, corpus-based dis-
course analysis, and appraisal, are also contributing to the problem of identifying metaphors, 
computationally or not (Charteris-Black 2004; Partington et al. 2004; Martin & White 2005; 
Semino 2008; Dancygier & Sweetser 2014).  

5 Conclusion 

I propose in this paper that we can view computational evaluation as a form of linguistics and 
of CL, a field that has as a goal to represent and understand evaluative language. I should also 
acknowledge that I am not defining a whole new field, but rather labelling and trying to bring 
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together under the computational evaluation label the type of research that many scholars are 
already engaged in.  

The other main conclusion I draw is that, indeed, metaphors and other figures of speech play a 
powerful role in conveying abuse and hate and that we are still working on how to detect them 
automatically, but I believe that, along that way, we will also derive interesting insights about 
language itself.  
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