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Abstract

The paper presents a theory of the semantics and the discefiests of Ger-
man temporabdann and Englishthen in their sentence-initial, —internal and —final
positions. The theory provides an algorithmic reconstoucof these differences
on the basis of a single specification of the semantiacanf/then, which interacts
with other semantic elements at sentence and discourdarevays that vary with
its position. The requirement whiafann/then imposes is that the time it denotes
is separated from the time which the narration had reached tiyange in some
contextually salient property of a topical discourse refiér What is available as
contextually salient property depends on whdaan/then occurs in the sentence.
Integration of this insight into a general account of sencaptocessing entails a
shift of perspective in current semantic theory. Semanticgssing must now be
treated as incremental following the left to right order anly sentence by sentence
but also word by word.

1 A short characteristics: semantics and position of Germardann and English
then

Itis a well-known phenomenon that sentence-initial andesere-finathen are different;
the former is known as updating, the latter as co-tempgbeal! That Germardann also
differs as a function of position is a less well known fact.n®@ace-initialdann is like
sentence-initiathen; there is, however, also a sentence-internal position im@e in
which dann occurs and in which it behaves differently from sentendégaindann/then on
the one hand and from the sentence-fthah on the other. Our attention was drawn to this
distinction when investigating a corpus of oral narrati¥és/e frequently find instances
like (1a), where the alternative version in (1b) would beagegptable.

(1) a. marsiehtnochmalseingesichtunddannsiehtmaneinenschwarzen
you see again his face andthensee you a black
bildschirm
screen

*This paper developed from joint work with Christiane von t&theim in the projecKonzeptual-
isierung und Versprachlichung von Ereignissequenzen, funded by theDeutsche Forschungsgemeinschaft.
We wish to thank Hans Kamp and Mary Carroll for discussions.

1Shiffrin (1992), Glasbey (1993), Spejewski and Carlsord@%nd others.

2These are corpora for psycho-linguistic studies atl tiséitute for German as a Foreign Language at
the University of Heidelberg.
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b. mansiehtnochmalseingesicht/und# mansiehtdanneinenschwarzen
you see again his face and#you see thena back
bildschirm
screen

Context (1a) is true if you see a face and no black screen at taati you see no face

but a black screen. (1b) would mean a black face but no blaglesds seen at t and at
t’ the face as well as the black screen is seen. Since you taeadhe face and a black
screen at the same time (1b) would be the wrong thing to séne @&ta show that this is
a mistake that people do not make.)

The difference between sentence-initial and sentencetfimais not quite the same as
that between sentence-initial and sentence-intetaral. (2a) is like (1a).

(2) a. you see his face again/ and then you see a black screen
b. you see his face again/ # and you see a black screen then

Context (2b) would like (1b) describe an impossible sitmti But in this case the im-
possibility would arise because the second sentence ssghas a black screen is seen
throughout the time denoted by the first sentence (and nottjasthe two states would
overlap).

These findings already show a tendency: With sentencalidainn we have non-persistence
of the antecedent state to the right and non-persistenckeotdnsequent to the left.
l.e.(1a) and (2a) speak of two times and two states, whiclotioverlap. With sentence-
internaldann we have persistence to the right of the antecedent statecamgarsistence

to the left of the consequent state. The context speaks otitags, < t’, but the an-
tecedent state also obtains at t'. With sentence-fimal we have persistence of the an-
tecedent state to the right and persistence of the consespa¢s to the left. The context
speaks of a single time at which both states are presentdatdimo

Is there a uniqgue semantics dénn/then on the basis of which the differences can be
calculated compositionally? We claim that there @xann (or then) signals a change of
some property of the subject from the antecedent state tovestate where the subject
no longer has that property: In (1a) and (2a) the property the face’ changes to ‘not
see the face’. In (1b) the change is from ‘not see the blackesctrto ‘see the black
screen’ while the property ‘see the face’ continues to hdlus difference between (1b)
and (1a) is due to the fact that the discourse referembasf in the second sentence of
(1b) is interpreted as keeping its property ‘see the fac&realann signals that some
change occurs. In the case of sentence-fina in (2b) that signal comes too late to
prevent another inference that would be drawthén had been absent altogether, viz.
that the second property already held at the time descrigatieofirst sentenceThen

in its sentence-final position must be understood as siggal change from the state of
both seeing the face and seeing the black screen to a state maither seeing the black
screen nor seeing the face is longer guaranteed to obtain.

Changing the examples so that the antecedent sentencensoataevent rather than a
state shows effects which do not arise with stative preiicatand which have to do with
the causal relation between the events in the first and ingibensl sentence.
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(3) a. dagnannchen steht auf/undmansiehtdanndassesaus lehmist
the little manstandup andyou see thenthat it fromclay is

Context (3a) means that the event of the little man gettingnages you see that he is
made out of clay, something you wouldn’t have seen if he hagbt'up; we infer a causal

connection. If we swap positions dann ander, so thatdann is sentence-initial andr

is internal, see (4a), the causal relationship is susper@d also holds for the English

version (4b) with sentence-initisten.

(4) a. das mannchersteht auf/unddannsiehtmandassesaus lehmist
the littleman standaup/ andthen see you that it fromclay is
b. the little man stands up and then you see that it is madeudwaiay

The potential of sentence-initidann/then to suspend a causal relationship is wellknown
from the literature, see e.g. Glasbey (1993), SpejewskiGartson (1993). The fact that
dann in its clause-internal position can trigger a causal cotioeds not known and is
surprising. It has been noted in the literature that semtdinal then does not prevent the
interpretation of a causal relation as such (see (5)). Hewpure background readings
are more common. That is also the default interpretatio®pfwWhenhaving achieved a
lifelong ambition is omitted.

(5) Daniel climbed Ben Nevis. He was happy then (having agte lifelong ambi-
tion).
Glasbey (1993)

(6) Daniel bestieg den Ben Nevis. Er war dann gliicklich.
‘Daniel climbed Ben Nevis. As a result he became happy’

A pure background reading is not available with (3a), nohw@), wheredann is also
internal.

We will argue for the fact that the power of sentence-int@in/then to suspend a causal
relationship is due to a discontinuityintroduces into the descriptions, whereas sentence-
internaldann and sentence-finéthen describe the eventuality sequence as continudies

will define these notions in terms of properties ascribedhotopical discourse referent
at the times t and t’ described by the two sentences. Oundi&in between continuous
and discontinuous descriptions reconstructs that of @hi{ff992) between ‘continuation

of reference time’ (applying to sentence-fitlaén) and ‘shift of reference time’, (apply-
ing to sentence-initialhen). Other authors have made similar dichotomies: Spejewski
and Carlson (1993), speak of ‘temporal subordination’ ¥emporal distinction’ at the
discourse level. Glasbey (1993) speaks of “part-wholati@h ” vs. “no part-whole-
relation” between eventualities. Our account differs frirase in that we explain the
discourse effects as a result of inferences at the levelrb&v@redication.
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2 dann/then: a challenge for dynamic semantics
2.1 state of the art in dynamic semantics and difference in naning

The difference between (1a) and (1b) is one that currentrdi;xaemantics fails to rep-
resent. Following the proposals of semantics construgtiacurrent DRT and UDRT,
Sinterpretation is a two step process. Representatiorsstarh a syntactic tree represen-
tation. As always, the leaves of this tree are decorated t@Hexical items of which
the sentence is composed. These items are replaced by thatgempresentations with
which they are paired in the DRT-lexicon. These represemgiare “preliminary repre-
sentations” in the technical sense: they consist of (i) edgeresupposition(s) and (ii) a
non-presuppositional part. (See (8)). In current DRT thexsieal representations are then
combined, following the structure of the tree, to form a jpné@hary DRS for the sentence.
(See (9)). Resolution of its presuppositions then conuaisspreliminary DRS into the
final sentence representation.

In UDRT the lexical representations are first arranged irfadh@ of a semantically moti-
vated lattice (UDRS). The conversion of this UDRS into thalfsentence representation
makes it possible to take other factors besides syntactictste into account and to per-
mit presupposition resolution to guide the resolution afecand other ambiguities. In
the account of representation construction we propose theré&exical components are
also kept separate initially, but their integration is @il to proceed on-line: As the lexi-
cal items and their semantic representations become blaifaa left-to-right processing
of the sentence, those representations which correspaad itatial segment of the sen-
tence string can be integrated into a partial sentence septation, which will then be
extended as the following lexical items become availablerédver, certain lexical items
require interpretation in relation to the part representaprovided by just those lexical
items which precede them in the sentence. This is so in p&ti¢or dann and then,
and it is that which is responsible for the different effetisse words produce when they
occur in different sentence positions. Instead of UDRSs segmodular representations’
which keep track of the order in which the lexical represeons are introduced by the
lexical items of the sentence string. (8).a and (8).b. dimgenhodular representations for
the second sentences of (1a) and (1b). The lexical entafur is (7). 4

o tan
ann ~» | o < Tlgn or | o < Tgn
C C
s ) ¢y, ©Sh vty

The entry (7) reflects hodann has been dealt with in DRDann andthen are anaphoric.
This is made explicit in the lexical entry (7) in terms of aguppositional binding con-
dition which requires finding an event or state @v the context. The period discourse
referent §,, which dann or then introduces follows the location timg of the antecedent
eventuality ey; see condition § < tg,’ in the assertion part of the entry. The entry (7)

3see Genabith, Kamp and Reyle (2004), Kamp (2001a), Reyl®assgdeutscher (2001), Reyle, Ross-
deutscher and Kamp (n.d.)

“4In the representation afann in (8) ey, (eventuality) generalises ovef gevent) and g(state) as in the
lexical entry (7).

328



'ON-LINE' INFERENCES IN THE SEMANTICS OF 'DANN' AND 'THEN'

will be refined and revised, see (14), below.

a. b.
tdn
to evp X
danr evopty |(° t? =< lan Man™ | impers.3¢ ps.sg.(X))
t g tdn
tn tn'
r r
INFL«»<{r t,}7n’<n> INFL«»<{r t,}7n’<n>
Q t’ - nl Q t’ - nl
(8) X tO ey tdn
MaM | impers. 34ps. sg.(X) dann-~- evo pty [( ] 10 = lan
t g tdn
e e
e. schw. Bildsch~» e. schw. Bildsch~»
black screen(sc black screen(sc
s’ s’
sehenw| s":X’ see sc sehenw+| s":X’ see sc
tCsg tCsg

According to DRT the preliminary sentence representatibitkvresults from botimod-
ular representations (8).a for (1a) and (8).b for (1b) isenéed in (9).

X'scs't'n'ty,
ty ey r . d )
impers. 3“ps. sg.(X’) black screen(sg
(9) ev t ) ) ) ) ) J— ) 1 b
b Pl er nNn<nt=n1t Cs
s:X'seesc t'Cty, tg <ty

Here the crucial difference between (1a) and (1b) has bestrbérause all presupposi-
tional contributions are collected into a single set (whgleft adjoined to the represen-
tation of the assertion) and all assertional contributemesgathered in the assertion part.
This applies in particular to the contribution madedaynn. Thatdann makes its contri-
bution at different stages of a left—to-right interpregatof the two sentences process is
entirely ignored.

But before going into discussion of the consequences fieish the text representation of
(1a) and (1b) to see what we really get. Presuppositiorfigegiion in the context ofman
sieht (nochmal) sein gesicht t, in the presupposition triggered lokann binds the location
time t of the state s, € s, of the condition s: X see fc.

The relation between r(eference time) and location timég’ (see condition p t’, where
ris t) turns out t< t'. This relation is due talann. Thus we obtain an update reading
saying that at time t you see the face of the protagonist m tadater time t’ you see a
black screen.

This result is unsatisfactory because it cannot explain sggakers would produce (1a)
and not (1b). Moreover, the same truth conditions that ameptied for (1a) andlb)
would be computed for (2b) as well and this would be entiralgivg. For we are made to
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infer from (2b) contrary to our intuitions that seeing thedand seeing the black screen
happen simultaneously. We could avoid this problem by gptfiat sentence-findhen is

a differentthen. But saying so would go against the principle that we shoatgostulate
ambiguities where they aren’t needed.

What we need is a more finegrained account of incremental rg@@ocessing which
enables us to articulate how the representations on whitbrsee-initialdann of (1a) and
sentence-internalann of (1b) operate and why the results of these two operatidfes th
the way our intuitions tell us. The modular representates (8) are not a bad starting
point for such a theory. But the theory needs refinement iars¢respects. One of them is
a bookkeeping device on discourse referents which keek tfabe temporary properties
the text attributes to the represented individuals durergous stages of the discourse.

We will now present basic principles to make the necessdiiyarment of the semantic
construction operative.

3 Basic principles
3.1 the linguistic Principle of Monotonicity (MON)

We cite this principle without further motivation. For medting examples see e.g. the
original discussion in Caenepeel and Sandstrom (1998ggdplications see Reyle and
Rossdeutscher (2001), and Rof3deutscher and von Stutiefinei.).

(MON) Linguistic Principle of Monotonicity

Once a text has attributed to an individual x a state s of lggpioperty P, that state
persists (in the direction of the future or ‘to the right’)tilthe text provides explicit
evidence to the contrary, i.e. there is some stateg’'sswhere x bears the propertyP.
(Persistence to the left, analogously.)

3.2 introduction of temporary properties of individual dis course referents

Information about temporary properties of individualsezatthe discourse by means of
verbal predicates. Homogeneous verbs likee, be ill, run about, watch tv predicate of
their subjects the property of loving somebody, of beingriihning about or watching
(tv), etc. Change of state predicates Ibaome ill, switch on the tv, go to the bus stop
provide more complex information of two successive statil the first changing into

the second. For instantecomeill ascribes a succession of two states (a) a presupposed
state of the subject not being ill and (b) an asserted statieeo$ubject being ill. (The
subject has the properties for the duration of the corredipgrstates.)

3.3 abookkeeping device for temporary properties of indiviluals

The bookkeeping of properties that are attributed to arviddal discourse referent at
various stages of the discourse is captured with the helproh@exing procedure for

topical discourse referents. As will be argued in the negtige the second sentence of
(1b) will at one point in the processing of that sentence hheerepresentation of the
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following form (where X represents impersonal third pergamman/you) and sc is the
black screen).

(20) s": X, see sc tCsns

Here the topical discourse referent X is indexed with s, sge@&Kere s represents the state
introduced in the first sentence, i.e. seeing the face. ®isttdte that counts as ‘current’
at the point where (10) is established. Indexing X with s mtépresentation of the form
s’ p(X,) where t’ is location time of s’ indicates that during t’ tharniable X bears the
properties attributed in s artde property attributed in s’. s’ is the state introducedhy t
sentence whose representation is under construction. Alearmaondition of the form *
s p(Xy), t € s’ thus always entails that €€ s’n s. A special situation arises with the
first sentence of a discourse, where the ‘current’ state lseistate which the sentence
speaks about, see (11), where fc represents the face.

(11) s:X seefc tCs

pronouns as anaphora with state properties Individual discourse referents keep their
temporary properties beyond sentence boundaries. Anapdpressions ‘inherit’ their
temporary properties from their antecedents. Thus theaefef the pronourshe, e.g.
continues to have those properties its antecedent has besneal in context. This insight
gives rise to a slight change in lexical entries for pronasunsh ashe compared with the
lexical entry as given in Genabith et al. (2004).

a. current DRT b. the present proposal
(12) she~ <

u Ugo
female(u) > < female(yo) >

As in Genabith et al. (2004he introduces a binding constraint for a discourse referent
u presenting a female individual, but here the binding canst is a double one. This
double binding constraint applies in particular for diss@ureferents for topic NPs: They
receive a state index. For instance the contribution of treghoric use ofman in (1b)
and (1a) must now be of the form (13).b rather than of the simfokm (13).2

a. current DRT b. present proposal
X X'

(13) man~ impers. 3%ps.sg.(Xko)

. J ,
impers. 37ps.sg.(X) ‘current state’(3,X")

Presupposition justification of the occurrencevein in (1b) — but not in (1a) as will be
argued for in the next section — comes to the complex ideatito X' 0 = X, where X’

= X, (X is introduced byman in the first sentence of (1b)) antls s (where s is the state
described in the first sentence which consists in X havingtbperty P).

SWhat the conditions ‘current state®(X’) amounts to will become clear as we proceed.
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3.4 Lexical properties ofdann/then

Usingdann the speaker signals a relevant change in the episode of whigohiven sen-
tence containinglann is used to describe some part. At the point wdzmen/then occurs
dann makes explicit that a change has occurred and what follonst briinterpreted on
the basis of that change. We can say thus daat/then triggers the presupposition of
a change. And it is because of that change thatdllows the time t the narration has
reached. To be more precise there is a stateith appropriate property P of the topical
discourse referent x in context, such that the conditfoR(%) holds at 8and a state*s,
where the negative conditior¥s-P(x) obtains, s < s'? (see the two columns in the pre-
suppositional part of (14)). The periog, tis located within ¥, see condition ‘}, C s’

in the rightmost presupposition column in (14). This latendition can be strengthened
to dur(t;,) = dur(s?). For dann/then are no frame adverbials likewmorrow, after the
funeral but signal a change in states of affairs. We have positivéesne only of a left
boundary, which is co-temporal with the new state cond#itanobtain.

(14) (preliminary)
eyt sP X s*P tan
dann/then ~» < .| sP:P(X) | s*P:=P(X) >

The reader might notice that the new entry does not make anynitonents concerning a
relation between t’, i.e. location time of the verbal predicn, and the period,t which

is introduced by the adverbial. This lack of commitment ieied. Refraining from
giving constraints in this respect seems to involve an cffeagainst the well founded
insight that adverbials also restrict location time of thetence, see e.g. Kamp and Reyle
(1993) and others. But different from frame adverbials tmantics ofdann/then is
based on inference processes involving temporary preseofi individuals that involve
temporal inferences also. Whetherd't,,, obtains or not varies both with position and
context. (We will see later that * tC t,,, ’ is valid only for sentence-initial and -internal
dann/then.) (Note that the entry (14) is preliminary only and will bether refined later.
Still refinements will not affect the general structure cggurpposing change.)

4 ‘On-line’—inferencing in s;s'—descriptions
4.1 state;state—descriptions with sentence-internalann

We will now follow the modular representation (8).b of theed sentence of (1b) with
two accommodations: The old entry fgann (7) is replaced by (14). The repeated occur-
rence ofman is represented as in (13).b.

man The first discourse referent that gets introduced into tbegssing of this sentence

is the one expressed by the impersonal pronman. This occurrence ofman is inter-
preted as co-referential with timean of the first sentence. This means that the discourse
referent X0 is set equal to the discourse referentiKtroduced by the first occurrence
of man. The effect of this is that the state attributed to X a in thet fsentence is ‘inher-
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ited’ by X': the predication represented by s and the newipegibn X’ expressed by the
second sentence overlap at the new predication time t'.dicéise of (1b) this means that
the discourse referent ofian is seeing the face and a black screen at the same time. For
the first inference we gain (10) = (15).

(15) st X, seesc black screen(sc) as'ns

dann According to (14) the interpreter must find stateasd $” which attribute to the
topical discourse referent contradictory properties P-&dn the case at hand the topical
discourse referent must be XSo the requirement imposed tdgnn in (1b) takes the form
of (16).

(16)  : P(X,) s7: —P(X,) , ty, C S

VP Which is the property Blann could signal the change of? At the stage when in the
course of interpreting the second sentence of @& has to be accounted for there are
only two candidates: the one attributed to X in the first secwe—that of seeing the face
— and the one which is contributed in the second sentenceit Bamnot be the first for
this would mean that the discourse referentmah would bear the properties ‘seeing the
face’, ‘seeing the screen’ and ‘not seeing the face’ at theesame. For we have inferred

in virtue of (MON) that X, continues to have the first property, see (15). But given the
signalled change concerns the latter property, we neediv@ug the inference already
taken on board. The property changes from ‘ not see a blaelesstcat t to ‘ see a black
screen’ at t’, t'C ty, and we end up with (17).

s: X, see fc
(17) g~ X,seesc S Xseesc
tCsn¢ tCs'Nns

t<th)t Cty, CS

This is why we get the interpretation that at t you see the,fagedo not see the black
screen and att’ you see both the face and a black screen. Benddup with an inconsis-
tent reading. Sentence pairs of the same form as (1b) canrfeeihecoherent provided
the predications of the first and the second sentence areatdmep An example is (18).

(18) (Als ich Mariabesuchte)war sie krank. Sie war dannim Krankenhaus.

(Whenl Mariavisited), wassheill. Shewasthen in hospital
(‘When | paid a visit to Maria) she was ill. As a result of héndss she came to
hospital.’

We infer from (18) that Maria was ill but not in hospital yet,tgi.e. when visited) and
she was ill and in hospital at € t,,, t < t;,. These are the truth conditions incremental
inferencing predicts and which the sentence actually hadle also infer from (18) that

6 The reader may verify easily: Interpreting the pronaigin context yields the condition,y = m,
where m represents Maria which bears the property of being ill atss;be ill (m;) Maria (m,)’. As sie
is the subject ofm Krankenhaus sein this leads to the inference * s’; be in hospitalmt’ € s'N's. ’
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Maria went to hospital because of her illness.

4.2 state;state—descriptions with sentence-initiadann

dann Following now the modular representation (8).a for (1a)ftret word to be pro-
cessed in the second sentence of (lagis. Again presupposition justification in (14)
must be resolved wrt. (11). This yieldspev s, {) =t, t C s. This time only one prop-
erty is available for fulfilling the requirements dann, viz. that attributed to the topical
discourse referent X in the first sentence. The result ofgusiis property as’sin the
justification ofdann is that the discourse referent stops seeing the face befora other
words: The speaker uttedann at the beginning of the new predication in order to signal
that the previously established properties of X no longé¢aiobthe state s is terminated:
You see the face no longer. Thus we obtain (19) for the firgtrerice.

s: X, seefc &: - X, seefc

19 s £ tyn, L C S7

man,VP Again the variable X,o» must be resolved in the current context. The individual
antecedent of Xb is X, but X is no longer conceptualised as bearer of the ptgpsr
seeing the man'’s face in s, but instead as bearer of the pyagfarot seeing the face any
longer. So resolution now has the form X= X,.,, where & is as in (19). The result is
(20), because %o = X, is the subject of the second sentence.

s:X; seefc &: - X, seefc
tCs t <ty
S": Xs» See sc
 Cs?ns’;t Cty,

(20)

Table (20) presents the partial inference that at t you seerman’s face and at t’ you
do not see the man’s face but a black screen. This time theretation rules we have
been assuming do not trigger any inference about whethdofhieal X has the second
property — that of seeing a black screen — at the earlier gadn time t. But of course
the interpreter will nevertheless infer that X did not sedagl screen at t, since that is
incompatible with seeing a face. That it is indeed the incatigity between the two
properties which is responsible for the inference that Xrihtisee a black screen at t, is
shown by (21), where there is no incompatibility between isaibeing ill and her being
in hospital. Indeed, (21) does not strictly exclude thatislaras in hospital already at the
earlier time t.

(21) (Als ichmit Marialetztenstelefonierte)war sie krank. Dannwar sie im

(Whenl  with Mariarecentlyphoned), wassheill. Thenwasshein
Krankenhaus.
hospital

‘(When | called Maria recently) she was ill. Then she was isgital’.

Justification ofdann concerns location propertieg.:sbe in hospital(m) ; s’:be in hospital(m)
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Still the hearer of (21) will assume, that the speaker hadegde to the effect that Maria
isn't yet at hospital at t, i.e. he will not only infer non-ge&tence to the right of the
antecedent state but also non—persistence to the left obtisequent state. (21) suspends
a causal relationship between Maria being ill and being ispital which we inevitably
infer from (18). (See section 7).

4.3 state;state—descriptions with sentence-finghen

The interpretation of (2b) starts like that in (1b) but sitioen is not sentence-internal as
dann in (1b), but final, thethen-signal doesn't fire before all inferences concerning the
temporary properties attributed by the verb of the secontesee that would also have
been drawn hathen been absent are already fully registered.

you The first inference is just like in (1b), we yield (15) = (22)

(22) s: X, seesc black screen(sc) tCs'ns

VP The contribution of the VP becomes processed in absence sigimal that a change
had occurred in the course of the described episode. Sotdreieater infers that the state
of seeing the face and that of seeing the screen were sireoltan Not only do they

overlap at the new location time t’ but the reference timestable, which is represented
astC t'in (23).

s: X, see fc
(23) s": X see sc
tCtt Cs’'ns

Just as (1b) (2b) forces the interpreter to assume an ovefriapompatible states. Once
again we get a coherent discourse when the two sentendestatto the topic properties
that are not incompatible.(24) supports the inferenceMzay was in hospital at the time
she was paid a visit.

(24) (When | paid a visit to Mary) she was ill. She was in hcaghen.

then According to our lexical assumptiotiten signals a change froni:$(x) to s?:—P(x),
where ,, C s?. The properties the topical discourse referent bears itegbare both
seeing the face and seeing the black screen. Pdahe continuation of both properties is
cancelled. The periog,t is part of that state*8. That there is a period,t to the right of
to present makes itself felt in the fact that the presence déser-finathen can drive the
sentence into ungrammaticality. Here is an example: (28),spoken during a telephone
call while staying with Maria is ungrammatical:

(25) (I am just paying a visit to Maria). She is ill. * She is ingpital then.

How come that (25) is ungrammatical? To arrive this fact ftbanalysis oflann/then
offered here we need one further assumption. It has beercitiplwhat has been said
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so far, but should now be made explicit. The result st&tetthe change required by
then/dann stands in a temporal relation to the speech time n that isé@tekd by the tense
information of the sentence containing the word. In the gdasiso far considered this
means that the change invoked by sentence-fiwal is itself located at some time in
the past of n, and thus is between n and the described epigmieby producing the
impression of ‘remoteness’— the episode was entirely leegforhich itself is situated in
the past of . This explains why with a present tense passage like (25) wis g@uble.
Here the present tense of the sentences locate both predgat n: t =t’ = n. An attempt
to justify the sentence-finathen by assuming a change which puts an end to the complex
predication that has been established as holding at t = t’ ewfails. At the one hand
the result state of the change demandedthieg should be located at n, on the other hand
it should follow the predication att =1

Justification of clause-finalthen We must be more explicit about our idea of “can-
cellation of the continuation of properties” signalled ®ntence-finathen. Justification
cannot invoke a change from ‘not in hospital’ &ts ‘in hospital’ at 87 in (24), as in (18).
The signal comes too late for that. But neither does the seaténal signal indicate a
change from ‘in hospital’, or ‘il and ‘in hospital’ into atate $? where the negations
of one or both properties obtain. Indeed, being in hospitay wery well claimed to
continue. For we can continue (24) as in (26) without beingraalictory.

(26) (When | paid a visit to Maria) she was ill. She was in htaghen. In fact she
has been in hospital ever since.

The puzzle is solved if we assume that the change which sssferalthen signals may
be of an epistemic nature: For ttien-period {;,, C s the speaker refrains from commit-
ting himself to any specific properties the topical disceueferent may or may not have.
This is still a genuine change between a period of time witpeet to which the speaker
commits himself to certain predications of the topic to agmkregarding which he makes
no such commitments. Such changes too may be signalledcowtse. However, the
signal can be overwritten by a subsequent sentence as wenf{@é). We present lack
of commitment to specific properties by means of the trivialgerty, s. (27). The trivial
property is a property that does not contradict with any ef pnoperties Mary (or the
topical x in general) might bear. We write the trivial profyess T. (Compare 5.)

As far as the temporal properties are concerned, sentemaldken follows the lexical
constraint, see (27). (Note that location time t’ is not tedawithin the period denoted
by dann/then.)

"Many of the occurrences of sentence-fitteh we find in the narrative work of Charles Dickens express
remoteness. Note the present tense in the immediate léfedentence witthen.

0] He walked me up to my room slowly and gravely — | am certagnhfad a delight in that formal
parade of executing justice — and when we got there, suddeidted my head under his arm . It
sets my teeth on edge to think of it. He beat me tteenf he would have beaten me to death.
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s: be ill(m,)
(27) s’: be in hospital(n) s*: T(mM,w)
tCt Csns’ ty, CSP, t <ty

5 Refinements

Sentence-finalhen shows that the signal of change, whittten/dann contributes, may
involve an epistemic dimension. Sentence-fitheh signals a change from positive ev-
idence to non-commitment or absence of evidence. Sentatergaldann in state de-
scriptions signals change from negative to positive exidérBut epistemic modularity
may apply for sentence-initiglann/then as well. It may signal change from positive evi-
dence of a property P at 0 negative evidence of P at'r to non-commitment to P at
s, The latter possibility doesn’t come to mind in (1a) and (2&cause it is possible to
understand the change as one from seeing the face to nog se@ind that interpretation
is chosen. But both a non-epistemic and an epistemic irg&on seems possible in
(21), where the speaker might either signal that Maria isomgér ill when she comes to
hospital or else his non-commitment to the question whettaara is ill or healthy at that
time.

We must incorporate our insight that the change widigitm/then signals is change mod-
ulo an epistemic operatét (=Know or commit to) into the lexical entry. Instead of (14)
we yield (28).

ev ty sP X s*P tan
(28)  dann/then~» < | sP:K P(X) | s*P:= K P(X) >
ty p ey t, C S, to < tan

Compared to (14) entry (28) is less restrictive because dhnéditton * - K P(x) ’ (i.e.
non-commitment to P(x)) in8:— K P(x) is weaker thanK — P(x) ’ (i.e. commitment to
=P(x)) The latter is equivalent to the condition in (14), wd&re wrongly assumed full
commitment to P anehP as ifK would have been applied according to its strong mode.
Between the two epistemic modes the following axiom obtains

= K= P(X) — = K P(X)

We refrain from giving a precise semantic of the oper&tofFor K — P(x) will translate
= P(x) for representation purposes ant& P(x) will translateT (x).

8However, there are also examples of sentence-inteamal which must be interpreted as involving an
epistemic change. But this occurs only as an interpretatidast resort, i.e. if the predicate blocks inter-
preting the signal as indicating change frefR to P. For instance the second sentence of (i) is interpreted
as a re-description of the same state of iliness which thiesknstence speaks of from a later perspective:
Unforeseen at the time the speaker paid a visit to Maria — hatk now — her iliness had lasted three
months. (i) bears the same element of remoteness famitiar $entence-finahen.

® (Als ich Mariabesuchte)war sie krank. Sie war danndrei Monatelangkrank.
(Whenl Mary visited), wassheill. Shewasthen threemonthslongill.
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6 ‘On-line’-inferencing with descriptions involving events

We compare ‘on-line’ inferencing in the felicitous (29) atiné weird (30). Leaving out
dann or then, both contexts would express a causal relation in virtuexa€hl inferencing.

(29) Einmalwurde Mariaschwer krank.Sie war danndrei Monatelangkrank.
Once becameMariaseriouslyill. Shewasthen threemonthslongill
‘Once Maria fell seriously ill and stayed ill for three mosth

The antecedent sentence in both (29) and (30) introducesgelirom the pre-stat&'s—
ill(m 4-) to the result state’s': ill(m ,s). $° functions as the state of current properties
in both contexts (29) and (30). In (28 occurs beforelann. The binding condition of
the pronoursie, see (12).b is resolved as &= m,-.s. As m,s is the subject of the second
sentence inferencing yields the conditions * s’: ill¢g) for three months\ t' C s’ N
se*’. Internal dann must be justified as signalling a change from a presuppostel ct
negative conditions, i.e. ‘not being ill (for three monthg) the positive condition which

is attributed in the second sentence. The interpreteriftenthe presupposed state of
negative conditions ag’s contributed by the first sentence. So all presuppositicatsim
the context and (29) is fine.

(30) Einmal wurde Maria schwer krank. # Dann war sie drei Meang krank.
‘Once Maria fell seriously ill. # Then she was ill for three ntbs.’

In (30) dann or then fires first and introduces a stat& 0 the right of the current state of
temporary propertie? ©f Maria’s in context. The signal enters discourse with sppe
position of change in properties betweéraad $*. The current state property of Maria’s
is her being ill, thus’resolves §*, s¢*; ill(m ,s). The binding condition of the pronoun
sieis resolved w = m,-. We yield the conditions * s’: ill(m.») for three monthg\ t' C

s’ N s?’. As for the properties of m- that obtain at'® (where & < s'?) there are two
possibilities for a justification available, according 1a]. (i) s?: K=ill(m ,»), implying
that the speaker commits himself to the fact that Maria idiréiny longer; or (ii) S?: —

K ill(m 4») implying that the speaker doesn’'t commit himself to whetlaria is ill or
healthy. In both cases the context turns out contradictbor. the speaker does claim
positive evidence about the state of illness in the secontésee. This is why (30) is
weird.

7 Continuous vs. discontinuous descriptions and the accomwdation of the dis-
course relation ‘cause’

(29) intuitively is a continuous description of a contingaituation, (30) is a discontinu-
ous description of the same continuous situation.

Definitions: Let t, t' be the location times of ev;ev'. Let s sin case ev=s ands g
in case ev is a change of state.
(i) If s'nt” #£0, then the description is continuous

(ii) If the description of ev’ introduces the conditiong ¢ s' At C s, then the descrip-
tion is discontinuous
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The property of Maria being ill functions as a conceptuatife between t and t’ in (29)
and in (31).

(32) Einmal wurde Maria schwer krank. Sie kam dann ins Krahkes.
‘Once Maria fell seriously ill and, as a result, went to haahi

(32) Einmal wurde Maria schwer krank. Dann kam sie ins Kraihieeis.

Using a discontinuous description as (32) the speaker gsrihat he conceptualises the

eventuality sequence as not being causally connected.eR@ould have chosen a neutral

or a continuous description in that case. For detailed dson see Rol3deutscher and von
Stutterheim (n.d.) and Rof3deutscher and von Stutterheair) (n
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