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Abstract

In this paper we first combine and refine the semantics of munssand answers (Groe-
nendijk and Stokhof 1984) and the logic of interrogationd@rendijk 1999) in order to
deal with topical restriction, constituent answerhood emditional questions in a compo-
sitional way. The proposal builds on insights from the guriced meanings approaches to
guestions (von Stechow 1991; Krifka 1991). We next presaiolaal, pragmatic perspec-
tive on the use of such questions and answers, which fourdifuahers work of (Biring
1999; Ginzburg 1996; Roberts 1996) on information struetur

1 Introduction

Questions (interrogative utterances) have been studoed froth a semantic and a pragmat
perspective, more than indicative sentences have beeripagdod reasons. While the inter
pretation of questions depends on context as much as thipnetiation of assertions does, the
effects upon the context are more obvious, of course. A guresbrmally wants to be answerec
Even so, indicative utterances have also been studied fmoméined semantic/pragmatic pel
spective in recent systems of dynamic semantics and diseagapresentation theory. Clearl
this suggests a treatment of both types of utterances irtand

(Groenendijk and Stokhof 1984) has already given a first vang appealing, systematic
treatment of the semantics and pragmatics of questionsraswieas. This approach elaborate
on the idea that the linguistic content of assertions carpbeied in terms of their truth condi-
tions, and the content of questions in terms of their ansagatizonditions. Truth conditions are
defined by the situations or possibilities in which a senéazmunts as true, rather than false, al
answerhood conditions are defined by the set of full, and allytexclusive, possible answer:
to a question (the partition theory). Building on (Jage®@p (Groenendijk 1999) has cast thi
approach in a dynamic framework, which elaborates that eltifvan 1996).

These partition theories, however, fail to account for astéwo crucial aspects of the in
terpretation of questions and subsequent assertions, élliigtical answers tgegno-questions
and constituent answerswgdrquestions are not really compositionally dealt with. Set@nly
direct answers to explicit questions are fully dealt witbt partial or conditional replies, neithe
conditional questions or questions which do not stand il reééull replies.

With this paper we want to overcome both limitations. We fmstsent a more refinec
notion of what are satisfying questions and answers (se2)ioOur notion of a satisfying ques
tion incorporates (empirical) insights from the structuneeaning approaches to questions (v
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Stechow 1991; Kritka 1991), while it preserves the logicad aonceptual merits of the partitior
theories (section 3). This semantic system is next liftea poagmatic setting, which allows fo
a contextual definition of what counts as an optimal dise@arsd what is a reasonable contr
bution to a discourse (section 4). Basic notions from the=oof information structure like thai
of (Buring 1999; Ginzburg 1996; Roberts 1996) will be gierational pragmatic explanation
Section 5 winds up the results.

2 Satisfaction Semantics for Questions and Answers

We take our start from a truth-conditional first order senwanh the spirit of Frege and Tarski
Like the latter, we will not say that a formutadenotesl, or true, relative to some sequenc
of parameters like that of a modkl, a variable assignmeigt a sequence of witnessésor
a worldw, but we will say that such a sequence of parametatisfiesp, e.g.,M,g,& w = @.
Since our initial investigations are extensional, we willibreference to the world parameter
in the first half of the paper. Also, since the treatment oéfirdtes and pronouns is not directl
relevant for the issues at stake here, we will generally theitvitness parametér! In the first
part modeldV thus consist of a domain of individualy and an interpretation function for
the interpretation of the (individual and relational) ctamds of our language, and we general
write M(c) for V(c) if M = (D, V).

The first order language is extended with a question opePatwwhich allows us to form
inquisitive expressionsX® which question the value of a possible empty sequence aihias
X=X1...Xy In a sentential expressign A true novelty is that our language is fully recursive
guestions may occur in the scope of a negation, conjunctiai other question operators. I
an expressiop does not contain any question operator we will call it intdieaand also write it
as kp; otherwiseg is inquisitive. Furthermore, ipis indicative, ®is a polar yegno) question;
if Xis non-empty, thenX® is a constituentWh- question. The Language of Questions al
AnswersLQA s defined in Backus-Naur Form:

e 0= Rf...tq | [FXQ | ~@ | @AY | Ko

Expressiongof LQAare evaluated relative to a modi¢] an assignmergand a possibly empty
sequence of answedsto the questions posed ¢ The semantics for inquisitive expressions
built on the classical insight (Hamblin 1958; Karttunen 79Groenendijk and Stokhof 1984
that the meaning of a question is its full and complete answémwe combine this with the
insight from the structured meanings and the dynamic saoiaameworks that these assertior
and answers can be structured objects themselves.

For instance, a questioXk@gets satisfied by the answer to the question which sequel
of individuals can be the values 8fin @. If X consists of one variabbeonly, as in *Cx (Who
come?, it asks for the extension @; if X = xy consists of two variables, as iny?BxA (GyA
Sxy)) (Which boys saw which girl3;t asks for the set of pairs consisting of a boy and a girl t
boy saw; if X is the empty sequence, as ip Does it rain9 it asks for the truth value g: it
denotes the sdfA} consisting of the empty sequenke= ( ) only, which is the truth valugue
(1) by definition, or the empty sdt}, the truth valudalse(0). (We use capital for the empty
sequence of answers, for instance when we specify theaatmi of indicative expressions.)

As a matter of convention, when we consider the possible arsiv= a;,...,0, to a

1The basic ingredients of such extensions are discussedai il Dekker 2002a; Dekker 2003).

2As we will argue later in this paper, this is not an entirelg@@te rendering of the associated natural langue
question, fowhich-phrases should be taken to presuppose their domain, ttoéadiem of the associated commol
noun phrase.
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guestionyp, we always assume in this paper tlpatsksn questionsys, . .., g, and such that eacl
aj has the same type as In the semantics we use a prodfiftind a complement operatGr
and the usual interpretation of (individual and relatirainstant€ and variables:

e (ay...0n) =01 x...xdp (N possibly 0)
C(az...an) =C(ay)...C(ap) (n>1)
[c]m,g =M(c) and[X]m.g = 9(X)

Definition 1 (Satisfaction Semantics for LQA)

e Mg, A ERY...t,iff <[t1]M7g,...,[tn]M7g>E[R]Mg
M,g,0 =~@ iff VE: if M,g,€ = @thend = C(g)
M,g,0 =IXe iff 38 M,g[X/g,d(E) = ¢
M,g,0e = oAy iff M,g,€ = @andM,g,d =y
M,g,a =Xe iff a={& &3 M,g[X/€.,e =& & <c[]E}

We cannot explain this definition in full detail here, but veave it at a few comments. Firsi
satisfaction of indicative expressions is completely géad, for atomic formulas have thei
ordinary satisfaction conditions and this property is presd under the indicative operators:

Observation 1 (Satisfaction of Indicatives)

e M,gAE~loiff M,g,A - 1¢?
[M,g,A |= Il @iff 3d: M, g[x/d],A |= !¢

M,g, A EleA!Qiff M g, A ElpandM, g A =g

The indicative part of our system thus is classical, as itfhbe. Simple questions are treate
in a fairly standard way as well:

Observation 2 (Satisfaction of Simple Questions)

e M, g,1E?lgiff M,g,\ = oiff M,g,0 [~ ?le
M.g,0 = Xoiff a={d|M,g[x/d],A = !¢}
M,g,a = 2xyliff a = {(d,d’) | M,g[x/d]ly/d],A\ = ¢}

Yesis the true and complete answer to a polar quediloes it rain?if and only if it rains.
The true and complete answers to the questiwhech boys come&ndWhich professors failed
which students@onsist of a specification of the set of boys who come, anddhefgprofessor-
student pairs which stand in the fail relation, respecyivel

Indicatives and simple inquisitives are, thus, treatedstaadard fashion. What is really new i
that questions can be embedded in questions or under otheatops. We briefly discuss twc
very useful applications of this phenomenon. Let us defineralitional=- so thatp=- | =
~(@A ~W), the difference with classical definitions of material imoption residing in the fact
that the expressiongandy can be inquisitive. Now look at conditional questions of ttwn
lo= XY. Applying the above definition of our satisfaction condisove get:

Observation 3 (Simple Conditional Questions)
e M g0 (lo= XU) iffif M,g,\ E!@thenM,g,a = XY

3SinceA does not exisM, g, A |= ~!@iff nothingsatisfies ®.
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Interestingly, this is the type of interpretation arguedifo(Velissaratou 2000). Consider:
(1) If we throw a party tonight, will you come?

Clearly, neither of the answeiesandNo should entail that we throw a party tonight. Intt
itively, the two replies state tha¥es, if you throw a party tonight I will comendNo, if you
throw a party tonight | will not comgrespectively. This is precisely what we find in observatir
(3).4 Something essentially similar goes for conditional cdustit questions. Consider:

(2) Ifitrains, who will come?
(3) John and Mary, but not Dick and Trix.

The answer to the above question should be understood to tiat John and Mary come if it
rains, and that Dick and Trix do not come if it rains. Cleathg answer can be perfectly fin:
when Dick and Trix do show up, and John and Mary don't, thahisase it does not rain. The
results are again like those argued for by (Velissarato®R0Uhe difference is that they are
obtained in a direct and compositional fashion here.

The possibility of embedding questions in questions islaraiseful application of our systemr
If a formula@is already inquisitive, thenXg not only queries the possible valuesipbut also
the answers to the embedded questions. Thus we find for cesthat:

Observation 4 (Question Aborption)

o AP = ARy
o R(OAWY) = RYQAY)

The first equation in observation (4) shows that the polygdiestion-operator can be define
compositionally itself, for 2 ... x,Q@< ?X1... 2%,¢@. The second equation shows an even mc
attractive feature of our system. Question operators almobedded questions which is to s¢
that embedded question operators can be ‘bound’ by embgddies. This is very attractive
In previous systems like that of, e.g., (Groenendijk ankisdd 1984), the meaning of exampl
(4) is relatively adequately specified as (5) but it is not positional since (5) does not reall
reflect the intuitive syntactic structure of (4):

(4) Which boys saw which girls?
(5) Xy(BxXA (GyA Sxy)

Our system improves on this, since the more compositionalyais of (4) as (6) turns out
equivalent with (5):

(6) X(BXA?Y(GyA Sxy)

The fact that we can appropriately analyze (4) as (6) cledys from two innovations. First,
we allow questions to figure in conjunctions and in the scdp®lter question operators; sec

4A persistent number of authors claims that conditionalesergs ought to address a strict, rather than a weal
material, notion of implication. This issue is orthogonalthe present discussion. Even if we favor a stri
interpretation of conditional sentences, sayifegto question (1) says that our throwing a party tonight drict
implicates that you will come, whereas sayidgsays that it strictly entails that you will not come. Replyinith
No certainly does not mean that our throwing a party tonighsdua# strictly implicate that you will come.

SAs observed by Velissaratog+- ?!() can be answered by boviesandNo provided, of course, thaplis false.
As a matter of fact,¢p = X! can be answered lnyanswera of the right type. This means that a condition:
question becomes totally useless if its antecedent turn®dae false. The truth of the antecedent clause thus i
pragmatic, and cancelable, presupposition.
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ond, our semantics of embedded questions is adequate ienlse ghat (6) is equivalent witt
the intended interpretation (5), as observation (4) sHows.

3 Logic and Pragmatics of Questions and Answers

The system discussed in the previous section is innovatigeause of its successful compos
tional treatment of conditional and constituent questidms it still contains all the goodies of
the standard theories of questions. As we will see, all ingmimotions of the standard theor
of questions can be derived. Apart from this, the additiamalerlying structure which we as
sume has the type of structure required to solve some badibgons for the classical theories
the treatment of elliptical and constituent answers.

We build on the relatively standard idea that contents afrdiesis and information state:
can be characterized by means of sets of possibilitiesetpossibilities compatible with thest
assertions or states, and that questions can be taken tad(pjeartition these states. Th
elements of such patrtitions indicate the relevant distimst Agents are interested in knowin
which of the elements of a partition correspond to the realdy@and they are supposed to b
insensitive to differences between possibilities whidide in one block.

Talk about possibilities requires us to generalize theresitaal models we used above t
intensional models/ = (W, D,V) consisting of a set of world#/, a domain of individual®,
and an interpretation functiov for the constants of our language, and such that for any wc
weW: M, = (D,Vy) is an extensional model. Structured information statesesargered as sat-
isfaction set$Swhich consist of sequences of answerglus worldsw such thatv is conceived
possible andi, in w, provides the complete answers to outstanding questi@isf&tion sets
allow us to define relatively standard notions of contensyaerhood and indifference:

Definition 2 (Content, Answerhood, and Indifference)

o [[@arg = {Gw]| My, 0,0 |= ¢} (content ofip)
D(S) = {w|3d: dwe S} (data ofS
A(S) ={{w|dweS} |dve S} (possible answers)
1(S) = {(v,w)|3a: dve S& dwe S} (indifference)

The content, or dataD(S) of a satisfaction se§ is simply modeled as the set of not (ye
excluded possibilities. Like in (Groenendijk and Stokh®&B4), A(S) groups together possi-
bilities in which the same answer to pertaining questiomslma given. Indeed, these groug
themselves constitute the propositions (sets of possibkdg) which count as propositiona
answers to these questions. Like in (Groenendijk 1989, relates any two possibilities in
D(S) the difference between which is considered immaterial.

The classical notions of answerhood and indifference haxemajor benefits. They
combine a fully straightforward logic (Groenendijk and I8tof 1984) with a strong intuitive

61n one respect (5) or (6) do not really capture the intuitiveipretation of (4), in particular the presuppositior
associated witlwvhich-phrases. In (Dekker 2003) | have shown how to lift the preBest order system to a systerr
which hosts generalized quantifiers, and which deals witlr tomain presuppositions. Like all other quantifier
whichphrases as iWHICH(A)(B) can be said to presuppose a witness domaiA'®fand to question which
individuals in this domain are aldgis. In this way we can easily account for the otherwise pnataltc difference
between the following two questions (from Heim 1994):

(7) Which males are bachelor?
(8) Which bachelors are male?
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decision-theoretic interpretation (van Rooy 1999). €1apP96; Groenendijk 1999) define
notion of entailment for questions and answers in one gloss:

Definition 3 (Support)
o O=mg Wiff I([lovgl) < H([Wmgl)

An expressiony entails or supportg iff it provides more data and poses more questions. |
two indicative expressions this boils down to classicab#ment, and for two inquisitive ex-
pressiongp andy we find that the former entails the latter iff every complatswaer to the first
also completely answers the second. But also mixtures ashpes For instance, an indica
tive expressiong entails an inquisitive expressioX(? iff it fully answers the question. The
following observation summarizes the results:

Observation 5 (Answerhood and Entailment)

e pAgEP WXCxE=Ca
PAQE?P XCx|E= Ca
PAQE?p VXCxE ?XCx

(If @ is inquisitive, andy indicative, the first only entails the latter iff the lattey trivially
true.) Other interesting mixtures involve conditional gtiens, which again appear to be full
well-behaved:

Observation 6 (Conditional Entailment)

e YEp=7q PFEP=2
dEpP=70 pFEP=7
“qEp=7 “pEpP="7

It may be of interest to note that we also have a deductiorréimedor conditional questions:

Observation 7 (Deduction Theorem)
o lp=XYiff =lp= Xy

Not only logically, but also decision-theoretically, aresWwood and indifference are intuitivel
well-behaved. Suppose you want to cycle to the beach if theshines, and go to the cinem
otherwise. Not knowing what the weather is like, you face eigien problem. What to do?
Prepare the bikes or reserve tickets? Indeed, asking whisthesun shines may provide on
way towards solving the decision problem. By means of suchestipn you indicate you are
interested in the issue whether the world is like those incivlthe sun shines, or like those i
which it doesn’t. Indeed, as soon as you know which of theseviays the world is like, you
know what to do. The same goes for constituent questionsr decision to go to the party
tonight may very well depend on who will be there. Some caat@didisitors may make it into
a great success, while the attendance of certain others emgywell guarantee a safe disaste
Thus, the questiowho will visit the party?-which queries the exact configuration of attendit
people—is relevant to your decision to go there yourself.

/It should be noticed, though, that, strictly speaking, thestion should be who would be there if | come, sin
I have not yet answered that question myself and since | armtesested in who come if | don’t come. We will
come back to this issue below.
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We see that our system inherits the logical and decisioorétieal merits of previous ap-
proaches, but indeed we need, and have, more if we want to apnvath a pragmatically
adequate notion of answerhood. Suppose that all of my baokdrknowledge can be sum
marized by a theoryd, and if, given that background knowledge, | want to know Wket.
In that case, of course, my question is not whetldenlq or !® A -q. My question really is
I® = 29, and observation (6) shows that the questiqna® well as the possible answerand
—(Q, support that question, like, of coursé® +- g and ' = —~q do. This naturally follows from
our treatment of conditional questions.

A formal exercise also shows that our notion of content (dk&im 2) has more structure
than the standard notions of answerhood and indifferendataran be argued that it has th
additional type of structure which is minimally needed taldeith elliptical or constituent
answers. Consider, for instance, the following questitims ¢econd one from Zeevat, p.c.):

(9) Is Harry there?
Is Harry not there?
(10) Who wants an ice-cream?
Who does not want an ice-cream?

These questions are pairwise equivalent from both a logivdla decision-theoretical perspe:
tive. Any full answer to the first (second) question of each peovides a full answer to the
second (first) question of that pair. However, practicalypagmatically these questions ar
different. For instance, if the answer to the first questib¢l0) is Rickit will be taken to mean
that Rick wants an ice-cream; as an answer to the secondaues$t(10) it will be taken to

mean that Rick doesotwant an ice-cream. Quite a difference indéddowever, if we use our
richer notion of content, these examples can be adequatalyith in a straightforward way.
Since our notion of satisfying contents employs the fullvegrs to a pertaining question, it ca
be used to constrain the interpretation of subsequentitosst answers. In (Dekker 2002b
| have given a fully general definition of topical restrictiand constituent answerhood whic
uniformly deals with answers to (9) and (10). The only, nowidl, assumption is that topics.
or questions, are modeled as abstracts in the way they areletdidere. In reply to a questiol
like (13), the answer (14) can be interpreted fully composdlly as (15):

(13) Who will go to the party?
(14) John.
(15) John will go to the party.

This is certainly not a trivial result, even more, since tkepsame analysis renders the repli
(17) and (19) to (16) directly equivalent with (18) and (2@spectively.

(16) Does Alice want more sandwiches?
(17) Yes.

(18) Alice wants more sandwiches.

(19) No.

(20) Alice does not want more sandwiches.

8This example indeed shows a striking resemblance with (anviaof) Partee’s famous marble case. While tt
following two sentences are logically (truth-conditiogakquivalent, they have different pragmatic ‘overtones’

(11) Exactly five of the nine soldiers were killed.
Exactly four of the nine soldiers survived.

The difference shows up when the assertion of any one of thesaples is followed by the statement that:
(12) They will be buried.
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4 Strategic Inquiry with Questions and Answers

Quite a few of the issues discussed above, and certainlytdrature about them, directly ol
indirectly address the question what is a relevant questroassertion. Most of the forma
semantic literature addresses this issue from a local eetisp, by focusing in on the questiol
what is a direct answer to an explicit question, or on whatalisse relations may exist betwee
two immediately successive utterances. In this sectiondveaate a global perspective whic
more accurately formalizes the pragmatic program inididte (Grice 1975).

We think it is dubious theoretic practice to try and study amg subsequent utterances
and define, in terms of them, what discourse relation holtlsden the two. Of course, statint
thatJohn comes to the party, and no other studentsaiobe relevant in response to a questi
Who will come to the partyut almost any other utterance (indicative or inquisjtivan be
relevant as well. This has already been noticed in (Grodjkeadd Stokhof 1984), and (var
Rooy 1999) gives a decision-theoretic explanation of tleésfan quantitative terms. We will
argue here that an intuitive, qualitative explanation carfuothered.

One of Grice’s aims was to show that certain general priesigbnstrain and guide the
intention and interpretation of utterances of (linguisigents which are deemed rational at
cooperative. The assumption of rational cooperative hehaadvances the agents involved in
conservation to obey, or to pretend to obey, the maxims dftguguantity, relation and manner
These maxims require a speaker not to say things for whicliashe adequate evidence, nc
to say more nor less than is required for the purposes of theecsation, to advance relevar
propositions, and to be well-behaved.

These maxims can be understood and formalized in the faligwiay. A game of in-
formation exchange consist in getting one’s questions arevin a reliable and pleasant wa
Interlocutors are therefore assumed to produce a mulakgredialogue® which is deemed
optimal iff ® answers their questions, while its contents are suppostgtiebinformation the
interlocutors have, ang is optimal. Grice’s maxims can be (partly) formalized asdwks:

Definition 4 (Optimal Inquiry) Given a set of interlocutorA with states(o)jea a discourse
®=q,..., @, is optimal iff:

e Vie A D([®]])ND(0j) = 0 (relation)

NieaD(ai) = D([®]) (quality)
@ is minimal (quantity)
@ is well-behaved (manner)

The maxim of relation requires an optimal discourse to ansWeuestions of all interlocutors.
The information provided by is hoped to answer the questions in any staté he maxim of
guality requires these answers to be supported by the dath wie interlocutors had to begir
with.? The maxims of quantity and manner are deliberately left ispirifiedC

9Some subtle notes should be added to this maxim. First, aepin the course of a dialogue things happt
and change, and these facts should be taken into accounnstamce, after | told you that it rains, it is a fact that
have told you so, but it is not a fact | need to report on. Nolyrlalon’t need to tell you that | have told you that it
rains. Second, in principle | could provide information whibther people have themselves, but of course it wol
be better if they did themselves.

10A discourse can be minimal in the sense of digits produceih tite sense of processing efforts required
generate and understand it, etc. In theory, and in praatieegannot decide on the precise measures, but we h
to negotiate it. For computational purposes, of course,am@act leave this notion underspecified, but then we he
to relate it to the maxim of being well-behaved, which criigieelies on the objectives of the implementation.
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When agents engage in a cooperative conversation, it ismebte that they make clea
what questions they have, and that they provide informatibich they have support for. The
above notion of an optimal inquiry accounts for this, butlgoaserves to guide agents to
dialogue in which the conditions are not guaranteed to bienahtLet us first look at an optimal
situation. SupposA wishes to know whether Sue comes to the pargy, @dB wants to know
whether Tim comes to the partytf?and assume that each of them knows the answer to
other one’s question. The two information states can be eléfis follows:

o o= {[[t]N[s], [tN\[s]}
o T={[s|N[t], [SI\[LT}

The following dialogue is optimal then:

(21) A: Will Sue come?
B: Yes.

Will Tim come?
A: No.

Both questions are answered, by information which wasaihjtthere distributed over the twc
initial information states.

Example (21) can be used to show that some standard felegjtyirements (like informa-
tivity, non-redundancy, consistency, and congruence sivars with questions) can be derive
from the maxims we have stated above. More interestingggsehmaxims can also be used-
explain why certain dialogues are perfectly reasonableifilertain expressions are not direc
replies to questions posed just before. The examples wheldiscuss in the remainder o
this section fit our notion of an optimal discourse, whileytli® not comply with notions of
relevance or congruence proposed in localistic discoummigars.

Consider the following sequence of utterances tfiroughD:

(22) A: Who were at the awards?

Who of the Bee Gees?

Robin and Barry but not Maurice.

Who of the Jackson Five?

Jackie, Jermain and Michael, but not Marlon and Tito.
Who of Kylie Minogue?

Kylie Minogue.

ox0x»w2

A: OK, I know enough!

The main question of our interrogatArcannot be fully answered directly by any of the partic
pants. But we see it makes sense for her to cut up her questmaubquestions in the sense «
(Burring 1999; Ginzburg 1996; Roberts 1996), which, in ttase, can be answered. By posir
these subquestions the superquestion may get answeréd; an orderly way of getting to the
main goal. Interestingly, subquestions are senselessram@efvork like that of (Groenendijk
1999), where they are rendered superfluous, and, thus, timeger

Counterquestions, or ‘side questions’ as Jefferson da#isif also fit neatly in our model. We
do not need discourse or answerhood relations to explaintiigequence of the first two o
the following four utterances is sensible:

(23) Waitress: What'll ya have girls?
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Customer: What's the soup of the day?
Waitress: Clam chowder.
Customer: I'll have a bowl of clam chowder and a salad with Russian dngss

Clearly, the envisaged answer to the customer's questioreésled to help the customer t
answer the waitress’s question. If we take into account whtte information and what are
the interests of the interlocutors, this can be readily @xgld. But surely there is no linguistic
relation between the first two utterances here.

We have already discussed conditional questions, and ul@le@ clear what sense they mak
Consider:

(24) A: Do you like to go to the party?
B: If I go to the party, will prof. Schmull be there?

Clearly, if B poses his questioB wants to know about prof. Schmull's expected attendance
situations wher® also goes. Apparentlf3 does not presuppose that he is going, assuming -
he asks this question in order to motivate his decision wardthgo to the party or not. In the
model presented above this makes perfect sense, beBauapts to know whether he is in ¢
situation where prof. Schmull comes if he comes—in case b&lde not to go to the party—,
or in a situation where this is not so—in case he decides tolts seems very rational, bu
indeed it seems very difficult to think of a linguistic or graratical relation between the twc
utterances which could explain the relevanc8&efquestion as a reply t&'s original invitation.

The most interesting cases are those in which people postigugewhich are more specific
than the ones they personally face. Formally they ask foermdormation than they need. Ou
of the blue one would think that this doesn't make sense Haigeneral model sketched abo\
suggests and covers cases in which this is perfectly rebkond/e sketch two such case, or
more formal, and one more intuitive.

Let the actual world be a simplex22 chessboard with ageAtat positional, as in:*E .
A knows she is on the chessboard, but she does not care at vdsitltop she is, although she
does care whether she is at a black or a white square. Hetiortahstate can be characterize

as follows:o = { {‘E , E‘} , {‘E, E’} }. Her addresseB does know on which position
Ais, but she does not know what the chessboard looks like. "Ghat B does not have any

questions himself, his intentional state can be charaeéras:t = { {*E ,‘E} }. Now the
following discourse unfolds:

(25) A: Am | on a black square?
B: I don’t know.
A: On which square am 1?
B: You're onal.
A: Then | am on a black square.

This discourse is perfectly reasonable becaifiest asks what she wants to know, adndi-
cates he doesn’t know the answer and tAessks something more specific than she wants
know, but something which does entail her questiBrhas a motivated reply to that questiol
and indeed this turns out to answAs original question.

The previous example is a bit artificial, and it could be aneehdFor, as we already
remarked aboveA’s ‘real’ question is whether, given that she is right, shensa black square,
or more precisely whether she is ah or b2 if these are the black fields indeed. By the sar
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tokenB could have directly solved’s question by replying thaYtes, if d is blackor with the

counterquestioWhat colour is &, which is your current positionBut in practice it is not
always obvious to see what is the optimal reply or questidre fbllowing example will show
this in some more detail.

Consider the following situation. There is a party which nieyvisited by, apart from
the speakeS, the professors Arma, BakerB, CharmsC, and DippleD, which gives 2 = 16
configurations.Ss decision to go or not will be based on the question whethisruseful to
do so, and it is going to be useful$can speak to professéror C. SoA or C must be there,
but there are some further complications. If, besileB is there as well she will absovbif B
doesn’'t absorlt, that is, ifC is not absorbed bip; furthermore, if neitheB andC are present,
D will absorbA. The following table lists the configurations under whictsiiseful forSto go:

. c&D C&-D -C&D —C&-D
A& B| - + - -
A&-B | + + - +
-A& B| - - - -
~A&-B | - + - -

Our speakeBonly wants to know if she is in & or — situation, and she could ask:
(26) Will it be useful to go to the party?

but probably her address8edoes not know about which configuration is useful. Soan
formulate the contents of the above table in the form of arpmqleestion, a positive answer t
which would mean that she is in-a type world, and a negative answer the opposite. Inde
something like the following yes/no question would do:

(27) (A AND[(B AND C AND-D) OR(-B AND (D — C))]) OR
(C AND—-B AND-D)?

Apparently, this is somewhat cumbersome question. Altesglg it would do to simply ask:
(28) Who come?

Any full answer to this question would answ®s main question, but notice that this questic
(28) is more specific than the question she has. Neverth€28s9s a much more efficient
means than (27) fd8to solve her decision problem.

Interestingly, if the address@eunderstands a question likgho comeas a superques-
tion of the real questioiVill S have reason to goRe can attune his answer to the real or
That is, in stead of providing a full (exhaustive) answerhte éxplicit question, he might give
one which he thinks suffices to sol$s basic question. This, we suggest, makes up the res
and rationale for providing non-exhaustive answers, ametefore, for posing non-exhaustiv
guestions.

5 Conclusion

In this paper we have proposed a minimal satisfaction saosdor a language with indicatives
and interrogatives. Itis new because it is fully recursind allows us to deal with conditiona
guestions and elliptical answers in a fully compositionaywWe have next indicated how t
employ this system to understand informative or inquisithealogues. The main conclusion i
that such dialogues should be apprehended from a globadeatinge, which takes into accoun
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the information and intentions of the dialogue particigarather than from a local perspectivi
which focuses on local discourse relations only.
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