FUNCTIONS OF ENGLISH Man*

Eric McCready
Osaka University/Aoyama Gakuin University

mccready@Ilang.osaka-u.ac.jp

Abstract

This paper discusses the semantics of the English pantiate It is shown that this par-
ticle does different things when used sentence-initiatlgt sentence-finally. The sentence-
initial use is further shown to separate into two distindbirational types with different
semantic content. A formal semantics is proposed for thgsest

Particles are usually taken to mark the pragmatic statuseoirtformation conveyed by a sen-
tence; for instance, the German partiehas been analyzed as marking hearer-old informa-
tion, an idea which has been discussed in various framewofkKratzer 1999, Zeevat 2003,
Kaufmann 2004, Potts 2005). This paper shows that partbaedave purely semantic effects
as well, and in some cases even show locality effects in noadidn. The particular particle

| consider here is Englisman This particle can appear both sentence-initially andeserd-
finally. In what follows | will call the sentence in whiamanappears théostsentence of the
particle.

(1) Sentence-initial: Man, | know that.

(2) Sentence-final: | know that, man.

In this paper | will concentrate on sentence-initian mostly for reasons of space: since the
particle shows quite different semantic and pragmaticcesfen sentence-initial and sentence-
final position, it is difficult to give a full picture of both ia brief paper. | will, however, provide
data that shows the two are distinct, in section 1. | will theove, in section 2, to providing
data relating to the semantics of sentence-initianthat gives a picture of the semantics of
the particle. A formalization of this picture, or at leastst toward such a formalization, will
be provided in section 3. Section 4 summarizes and discissesnancompares with other
particles in English, and with similar particles in othemdaages.

1 Differences between the ‘men’

Here | will discuss some characteristcs of sentence-firaaithat serve to distinguish it from its
sentence-initial counterpart. The end of the section wiéfty discuss one way in which it can
be formalized.

The first thing to note is thahan when used sentence-finally, produces a sense of insistence
In the imperative sentences in (3a), for instance, the gyesdems relatively neutral about how
he guesses the hearer will react to his instruction, whe(8dhj he seems to anticipate that the
hearer will resist carrying out the commanded action. tiviely, manhere makes the command
stronger.

*I would like to thank Nicholas Asher, Rajesh Bhatt, Hans KaBgrnhard Schwarz, and audiences at SuB 10
and CSSP 2005 for helpful comments and discussion.
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(3) a. Go buysome beer.
b. Go buy some beer, man.

When testing this claim, it is important that the intonatiminthe two examples be kept as
constant as possibfe.There is a tendency to increase the range of pitch variaiior3b),
probably becausenanis associated with informal speech. This should be avoidazhlse
pitch variation of this sort usually marks emotion. Thusgwistress is increased or pitch peaks
made higher, a sense of insistence appears anyway, so titeap@sue is not resolved. Even
when intonation is kept constant, however, the sense cftarsie remains.

This situation is not limited to imperatives. In declarat\also, sentence-finaanseems to try
to force acceptance on the hearer, as shown by the followingmal pairs.

(4) a. Youdon'tneed that.
b. You don't need that, man. (insistent/pushy)

(5) a. Johncame to the party.
b. John came to the party, man. (assumes doubt on part ofrheare

The situation can be clarified further by considering diakeglike the following. Here speaker
A makes a statement which is contradicted by speaker B. péathen repeats her first state-
ment in hopes of getting speaker B to accept it. In this |a=raihce, it seems to me, use of
manis much more natural than not. The same goal could also haredmomplished by use
of emphatic focus in the second sentence; the second uteelanA seems odd with neither
the particle nor any kind of special focus, as if A didn’t careether B accepted her statement,
despite having taken the trouble to repeat it.

(6) a. A:Johncame tothe party.
b. B: No he didn't.
c. A:John came to the party, man.

Another property of sentence-finalanis perhaps its most puzzling in view of the previous
discussion, which makes it look very much like it has a pupBgmatic function: It licenses
modal subordinatioR.Modal subordination is a discourse phenomenon in which aplaoric
expression is dependent for its meaning on an antecedeahwehin an ordinarily inaccessible
position. As the name suggests, this position is canogidalthe scope of a modal, as in the
examples in (7), modelled after examples by Roberts (1989).

(7) a. Awolf mightcome in. # Itis big and hairy.

b. A wolf might come in. It would be big and hairy.
In English licensing of modal subordination by sentencetimanrequires futuratevill, prob-
ably for tense reasons; bwuill by itself clearly does not license modal subordination wuth
the particle.

(8) a. Awolf mightwalkin. ? It will eat you first.

1Since the particle adds an extra syllable, intonation Wittaurse change to some degree, however.
2See Siegel (2002) for formal semantic work on the Englistigdatike that shows it also can have an impact
on purely semantic content.
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b. A wolf might walk in. It will eat you first, man.

McCready (2005) gives an account of the above facts usingiSBBher and Lascarides 2003)
and a dynamic modal semantics. The basic idea is that senferatmanhas an underspecified
meaning, the realization of which depends on the discounseartion between thmanhosting
sentence and its attachment point in previous discoursecomtexts like that in (8b)man
receives a modal-like meaning, which does not arise elsayheother contextemanserves to
strengthen the assertion (or command), with the effectrofrig the hearer to accept its content.

Such an analysis, however, is not appropriate for sentemit@-man which has a very different
semantics. To see this, note first that while sentence+fiaalcan license modal subordination,
sentence-initiaman cannot. As the following example shows, the tense of theepeet that
hosts the particle does not make a difference here.

(9) A wolf might walk in. # Man, it eats/ate/will eat you first.

Second, it is not clear that sentence-initienis associated with any kind of insistence. While
(10a), which contains a sentence-final occurrence of thecfggrexpresses a kind of insistence,
(10b) does not when intonation is kept constant. Again, ounstitake care here not to add new
stresses and pitch contrasts.

(10) a. John didn’t come to the party, man.
b. Man, John didn’'t come to the party.

| conclude that a story like that needed for sentence-firaalis not right for the sentence-initial
counterpart. But what is the right semantics for sentenited mar? To answer this question,
we must look at some more data; this will be the task of the setion.

2 What does sentence-initiamanmean?

This section will show that sentence-initiaan actually does multiple things, and that what
exactly it does in a given sentence is dictated in large paphmnology, though in a different
way than one might think given the above discussion. | wdimd that sentence-initimhanex-
presses both surprise and some emotion with respect todpegition denoted by the sentence.
Further, with the right intonation, it also strengthensititerpretation of some gradable predi-
cate within the host sentence, in much the way that adverlka verydo. Thus, the meaning
of the patrticle is complex; and, at least with one intonalquattern, is also clearly part of the
extensional semantic content of the utterance.

First, the emotional content. Sentence-initr@nexpresses some emotion, positive or negative,
about the content of the sentence that hosts it.

(11) Positive
a. Man, | gotan A on my calculus test!!
(12) Negative

a. Man, | wrecked my car this morning.
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Exactly what emotion Sinanexpresses depends on the propositional content of the @ost s
tence. Thus, where (11a) is interpreted as positive be¢chas®ntent is (ordinarily) understood
pragmatically as being good—since it’s ordinarily good &1 good grades in calculus—the
emotion expressed in (12a) is negative, since ordinarigcking one’s car is bad for a variety
of reasons. Of course, intonation must be kept constantadsenes|l.

However, the conditioning of the emotionan expresses is not always just based on world
knowledge. It can also depend on the speaker. In the follpwiample, for instance, if the
sentence is uttered by a rabid Republican supporter, it feesitive, while if it's uttered by
someone who leans leftward politically, the hearer intetignanas expressing a negative emo-
tion.

(13) Man, George Bush won again.

There are still other factors that can influence the integien ofman We have seen already
that SImanis speaker- and content-dependent. As it turns out, it swetgld-dependent:

(14) Man, | just won a million dollars in the lottery!

(15) a. Scenario A: lump sum payment, one-time tax of 40%.
b. Scenario B: payment over 20 years, total tax payout of 12fé6 inflation.

On scenario A, the hearer will understand the expressed@med positive, and on scenario B,
as negative, illustrating that the content also varies aejng on the world of evaluation.

Of course, propositions are presumably understood as bgdaat in the absence of particles
too. One might think that the particle actually doesn’t hawach to do with this aspect of
how the sentence is understood. But this is not quite rightatthe particle does is make this
emotion into a true part of the sentence meaning, by makiogett in the logical form. The
emotional content is no longer implicit. Thus, sentenaggaluse ofmanensures that the hearer
understands that the speaker has made the relevant judgemen

Now | would like to introduce intonation into the picture. llixontinue, however, to avoid use
of the kind of intonation that expresses emotion. Insteadl] focus on how the particle relates
phonologically to the rest of the sentence. Sentenceaimitanhas, as it turns out, two possible
intonations. It can be kept separate from the host sentémrreing a separate phonological or
intonational phrasé,a use which | will callcomma intonation It can also be phonologically
integrated into the rest of the sentence, which | will reéehéreafter amtegrated intonation

Interestingly, there are restrictions on which of thesenational patterns can be used with cer-
tain host sentences. Some host sentences, like (16a), @deagiin both comma and integrated

intonation, though the meaning is different, as discussetbtail below. Some sentences, how-
ever, like (16b), are good with comma intonation only. Thewenot seem to be sentences which
require integrated intonation, again for reasons thatlveilome clear in the ensuing discussion.

(16) a. Man, this water is hot! (comma or integrated)
b. Man, John came to the party last night. (comma only)

To clarify the picture it is useful to look at some more data.

3] don’t want to take a position here about the phrasal statttiseoparticle in terms of phonology. The terms
‘phonological phrase’ and ‘intonational phrase’ here argety descriptive.
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(17) OK with both intonational patterns:

a. Man, it’s hot.
b. Man, that's a cool shirt.

(18) Bad with integrated intonation:

a. Man, over 70,000 people were killed by the tsunami in Asia.
b. Man, George Bush was reelected.

What do these examples have in common? The host sentended all(express the speaker’s
judgement in the sense that they involve gradable predicéttecontrast, the host sentences in
(18) do not include gradable predicates: they simply dbegoast events. Based on these and
similar examples, the right generalization seems to bemiagican be intonationally integrated
only if the host sentence contains a gradable predicate higncase, what is expressed by
the particle is that the gradable predicate holds to a higjtede for instanceMan, it's hot
with integrated intonation means something roughly simidavian, it’s really hotwith comma
intonation. From this we should conclude timan has two distinct semantic contents, one
which appears when it is used with integrated intonation anel which appears when it is
phonologically separate.

It is easy, however, to find examples that look problematicthe generalization just stated.
For instance, the following examples describe past eventsee not obviously gradable (when
compared to predicates likengor red, at least); nonetheless, integrated intonation is fine with
them.

(19) a. Man, we drank beer last night.
b. Man, George Bush won the election.

However, when one considers the interpretation of the seatethe generalization can be seen
to hold. (19a) means that we draalot of beer last night; (19b) means that George Brestily
won the election, for instance by a vast margin (meaning ithatliterally false). However,
these interpretations only arise wheranis phonologically integrated with the host sentence.
Thus we seem to get coercionarink beerandwin the electiorinto something gradable when
integrated intonation is used. Not so when we use commaatitom however; in this case,
the particle merely comments on the fact expressed by theskosence. Examples like these
therefore ultimately support the generalization thatgrdéedmanrequires a gradable predicate.

Note though that the mere presence of a gradable predicat¢ @ough. The gradable predi-
cate must retain its ‘covert comparative’ status, wheredasures the degree of the property it
denotes against some other salient degree (to anticipaentlysis).

(20) Man, that's the bluest shirt I've ever seen. (comma pnly

Here the use of a superlative precludes degree modification.

There is more to be said about intonation. Sentence-imitatcan have at least two distinct
tones in isolation, based on analysis using the Macquigram?* Each tone can appear with
both comma and integrated intonation. Descriptively threythae following.

¢ Alow tone thatrises (R).

4There may be additional possibilities, but | will restricyself to these two in the present paper.
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¢ A low tone that rises, then falls again (RF).

These two tones are associated with particular semanttebas follows.

e R: surprise

e RF: exasperation (= negative emotion)

These then are the basic lexical semantic phenomena oysanadust account for. | will now
turn to giving a formal analysis. We will see later, howeukat there are complications that
will entail some revision of the first version | will give.

3 Formal semantics

Nearly everything we will do in this first attempt at a semesitwvill survive unchanged into the
second. | will start out with defining the emotional expresspart ofmaris meaning. | first
define a functiork from (Kaplanian) contexts to propositions to emotionadicates.

e A contextis a tuple = (ca,cT,0w,Cp), Where
ca is the agent o€,
cr is the time ofc,
ow is the world ofc,
andcp is the place ot.

e E:c—0(W)— A whereA ¢ {bad, good}.

Herebad, goodare of type((s,t),t): functions from propositions into truth-values. Thls
maps contexts to functions from propositions into emotieseribing predicates.

We can now take sentence-initimlanto be defined as follows, as a first step. What this defi-
nition does is to apply an emotion-expressing predicaterdehed by context and the proposi-
tional content of the host sentence to that propositionaiesd.

e [marj=Ap.[pAE(c)(p)(P)]

This lexical entry is designed so thatd), P an emotive particle, entaits. The formulaA(d)
that the particle semantics outputs should be read ‘thetadehe utterance context holds the
attitudeAto ¢ inw.’

The next step will be to add surprise to this picture. We cakensse of a standard scale of
likelihood, as do Guerzoni (2003) and McCready (2004).

e ¢ > Wiff I = Likelihood$) > Likelihoody), wherel is a set of contextually relevant
facts inc.

In words,$ is more likely than in a context iff, given a contextually relevant set of facts, the
likelihood of ¢ is greater than that af.

Recall that R(ising) intonation was associated with an esgion of surprise. We can express
this surprise in the following way, given the scale of likelod defined immediately above.
HereC is a contextually determined set with respect to which tkelithood ofp is evaluated.

o [Rj=Ap.[MOSH(qeCAQ# p)(d>L. P)]
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In words, the propositiom is less likely than most other propositions in some contktu
determined set: that is, of all possibilities that are corabke top, p was the least likely one to
happer?

This formula is of type((s,t),t), similar to sentence-initialnan | therefore assume that it
combines with the patrticle via functional composition lglieg

e [marg]=Ap.[pAE(c)(p)(p) AMOST(qe CAQ# p)(d>L, P)]

Given this, the semantics of (21a) will be as in (21b), whichs desired.

(21) a. Man, it's raining outside.

b. raining(w,t) A E(c)(raining(w,t))(raining(w,t))
AMOST,(g € CAq = raining(w,t))(g >, raining(w,t))

That is, it is raining, the speaker holds some attitude, gwdehd, toward that fact, and it was
unlikely that it would rain (according to the speaker at tas

There is one more type of intonation to deal with: risindif@ intonation. Recall that this tone
indicates a kind of exasperation. | will assume that this am®to a simple indication that the
speaker takes the propositional content of the host semterize negative.

e [RF]=Ap.[bad(p)]

Combined with the semantic frame for the patrticles, thi$ ywdld the following:

o [marke]]=Ap.[pAE(C)(p)(p)Abad(p)]

This semantics yields a prediction about what sorts of seete are compatible with rising-

falling intonation. Specifically, it predicts that E returns a positive emotion wrt a given
sentence, it should be incompatible with RF intonation (o@ matural assumption that it is
incoherent for a speaker to simultaneously hold positikreggative attitudes toward a single
proposition). This seems to be right. Since being rich caads&med to (ordinarily) be a posi-
tive trait, E will return goodwhen applied to the sentenken rich, yielding an incoherent result

when rising-falling intonation is used. And, indeed, seots like (22) are rather unnatural.

(22) # Man,I'm rich!

RF
(23) a. [22a)]=
rich(i) AE(c)(rich(i))(rich(i))Abad(rich(i))
b.  [[228)]=
rich(i)Agood(rich(i))Abad(rich(i))

The above picture seems right fmanin its phonologically separate form. However, integrated
intonation must be different, for it involves a notion of cpanison. Further, this notion is not
derivable (as far as | can see) from any of the above semanftieshus must take the particle
to be ambiguous. | turn my attention now to formulating theaetics of the integrated form.

SThere are subtle issues here that relate to the evaluatiendi likelihood. Certainly once something happens
it is no longer unlikely that it happened; still, it perhapasunlikely that it would happen before it did. | will
ignore this complication in this paper.
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In order to talk formally about degrees to which propertieklhl want to introduce some no-
tions from the semantics of gradable adjectives and cortipesa Here I'll assume a scalar
theory of such adjectives (Kennedy 1999) on which they dengiations between individuals
and degrees, which are a kind of measure of the extent to vehmioperty is held. Accord-
ing to this theory, the logical form of a sentence with an etilyal predicate in the absolutive
constructiorf like that in (24), is as shown below in simplified form.

(24) This salsa is hot.
(25) [(24)]]= hot(this_salsg(ds)

In this formula,ds refers to a degree which comprises the ‘standard’ for thpgaty in question,
here hotness]s thus denotes the degree of spiciness above which a tasteedam\bstated to
be spicy. In this particular instances is contextually determined. The first argumentot,
this_salsg here denotes an individual. degree. In the model theogyeds are treated as points
in a scale, modelled as a (dense) partial order. Each gmgabticate is associated with a
scale. Whether a predicate applies truly to a particulaividdal depends on the position of
the degree associated with that individual on the scale. n&@y assumes a functianthat
maps individuals to the degree associated with thera;relativized to predicates, so there are
actually a family ofd functions, one for each predicat®spicy, dtal, and so orl.  maps the
individual argument to a point on the scale: in the preses¢ cih maps the salsa to the degree
of spiciness that the salsa has. If the degree associatedawitndividualx, dp(X), is greater
than the standard (i.e. if 8(x) > ds), thenP(x) is true.

Given this background, we can think about the contributibeemtence-initiamanwith inte-
grated intonation. In (26), the particle indicates thatdhlsa is spicy to a high degree.

(26) Man, this salsa is spicy.

We can understand this as meaning thatdbgreeof its spiciness is greater than the degree
of spiciness of most other spicy things; in this sense, itlzarsaid to raise the standard of
comparison (cf. (Klein 1980) overy).

(27) spicythis_salsg(ds) A mos}(spicyy)(ds))(Sspicy(y) < dspicy(this_salsg)

Abstracting, we get the following the individual denoted by the subje&tthe gradable prop-
erty (‘spicy’), P a restrictor (‘salsa’).

(28) Ax[APAS[P(x) A S(x)(ds) A mos(S(y)(ds) Ax 7 ¥)(3s(y) < 8s(X))]]]

Note that it is in no way straightforward to make this work oampositionally, since the par-
ticle is located at the left edge of the clause and has no adoethe meaning constructors
corresponding to the gradable property or the subject. ,Tihwe want to adopt this semantics,
we have to make assumptions about the combinatorics, suelsasy the various elements or
abstracting away from the tree as is done in, for instances ggmantics (Dalrymple, Lamping,
Pereira and Saraswat 1997).

We also must add the emotional content previously discusstn® reprsentation in (28). | will
ignore the contribution of intonation for now, but note tmadrder to add it we also must assume
that intonation is associated with a polymorphic type ot thia straightforwardly type-shifted,
which seems anyway to be a natural move.

6Absolutive constructions are those in which a statementdslerabout the applicability of some gradable
adjective to an individual. This construction should beagginst e.g. comparatives, in which the applicability of
the adjective is stated with reference to other individuals

’For some predicates, these scales may be identical, hawever
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(29) Integrated particles (minus tone):

a. [man] = Ax.[APAS[P(x) A §x)(ds) A mos}(S(y)(d
E(c)(S(¥)(ds) Amos§((y)(ds) Ax 7 Y)(3s(y) < 3s(X)
x 7 ¥)(3s(y) < 3s(x)))]]]

Very messy, but this seems to be what we need if we are going waty this sort of account.

But, in fact, this account does not seem to be quite the rigit o go (though the pieces are
all more or less correct). We can see this by looking at some mhata. The way the semantics
is set up now, there are no restrictions put on what predib&t@article modifies. This is too
permissive, as we will now see.

So far we have worked with VP predicates. Object-internabdmates are also possible (in
predicative positions).

s) AX# Y)(ds(y) < ds(X)) A
))(5( X) (ds) Amosy(S(y) (ds) A

(30) Man, this is spicy salsa.

One then wonders whether gradable predicatesyposition can serve as input to the particle.
The answer is a definite no.

Sentence-initiaman cannot modify gradable predicates within embedded seese(tbanks
here to Bernhard Schwarz).

(31) a. Man, John thinks Bill ate some spicy salsa.
b. Man, Jimmy knows Fred has a beautiful girlfriend.
c. Man, it's too bad this data is so complicated.

Here, the particle can only modify the ‘embeddershirk, know, be too badThe gradable
predicates in the complements of these verbs are not aleadahll.

These restrictions suggest that a semantics for the peatide the one proposed above, on
which no (non-stipulative) restrictions are put on whatpheticle modifies, cannot be correct.
I want now to explore an alternative that preserves the Intsigf the above while avoiding (I
think) most of its problem&.

The idea is that, rather than pulling out all the elementshefdentence and modifying them
separately, the particle modifies rather a set of degreewdkr for this to work, it is necessary
to modify the semantics given above, changing it to an olgéttpe ((d, (s,t)), (s,t)),i.e. toa
function that maps functions from sets of degrees to projposi, to propositions. Effectively
we need the semantics of a modifier which however changegpeof its argument. This can
be given as follows.

. )\D<Ad7<&t>>3d[D(d) Amosty(D(d) Ad # d')(d" <gp) d) AE(D(d) Amosty(D(d') Ad #
d')(d’ <gp) d))(D(d) Amosty(D(d') Ad # d')(d" <gp) d))]

Note that this semantics in effect presupposes that a gegedxdicate is contained in its argu-
ment, for if it is not, the expression will be undefined.

This semantics preserves the intuitions of what we had befout is stated in a form that
does not require the complicated combinatorics that thequie version did. Further, it allows
us to derive the restriction on what gradable predicate Hrégte can modify, with a single
stipulation. We must assume that an operation of existesitiaure of degree arguments takes

8] want to thank Hans Kamp (p.c.) for suggesting this line trdick.
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place at a node earlier than that at which modificatiomtaynhappens. What exactly this node
may be is open to question, because there is what looks aglirste like conflicting evidence
about the exact syntactic positionmaain Two likely candidates are Spec of CP and Spec of IP.
Support for the first is provided by examples like these.

(32) a. Man, what did you buy?
b. Man, if you do that, what do you think is going to happen?
c. Ifyou do that, man, then there’s going to be some trouble.

Heremanclearly precedes elements in C: thel-elementwhatand the conditionalizaf. Note
however that all of these examples involve a comma intonatiothe particle. Integrated in-
tonation is not possible here. It is also possible to find vidwits like evidence thananis in
Spec of IP, as in the following example, in which the partidiows then which is in C. This
example, conversely, does not allow comma intonation; origgrated intonation is possible.

(33) If he comes tonight, then man there is going to be sombleo

| conclude that there are two distinct positions for theipkrt When it has comma intonation,
it appears in Spec of CP; when it has integrated intonati@ppears in Spec of .

Now, given that integratechanperforms its modification at IP and existential closure afrées
takes place at CP (if needed), it makes sense that gradaueates in embedded clauses are
not available for modification: the degree argument assetiaith them has been closed off,
and is no longer visible to particles in the higher clausee $ame holds for superlatives like
(20); again, the degree argument is existentially closed cannot be modified. In fact we have
a type mismatch. The two cases are as follows (with somewhatsatic syntax).

(34) Good case: CP
Pt IP
]
Man S
(35) Bad case: CP
/\
Pt IP
| T
Man DP VP

|
John V CP

| |
thinks S

Afurther prediction of the analysis is that gradable praths in relative clauses are not available

for modification due to the presence of an intervening CP nddes prediction seems to be
correct.

(36) a. Man, John ate a piece of cake that was big.

9There is a possible issue here in that this analysis seemiowo sentences lik&What man did you eat such
a big piece of cake forn the reading whemmanmodifies the predicatkig, sincemanis in Spec of IP. | think
there must be additional syntactic reasons for this. For, haxl put it aside.
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b. Man, John ate some salsa that was spicy.

Manin these sentences can only modify the main verb, not the eéddakeadjective.

Let me now mention some other restrictions, which | will nowever deal with in this paper.
Let’s start with a consideration of DP-internal predicatétsappears that whether a particu-
lar predicate can be modified depends greatly on what the diede DP is; in particular, it
appears that predicates in the scope of indefinites can bédiethdand those in the scope of
definites cannot. (The examples that follow should all beeustdod as involving integrated
intonation.)

(37) a. Man, John ate some spicy salsa.
b. *Man, John ate the spicy salsa.
In fact, the set of determiners that allow this kind of modifion seems to be fairly small. 1

have manipulated the NP content in these examples to alloweit@rminers that prefer mass
and count nouns.

(38) Possible:

a. Man, John ate a big piece of cake.
b. Man, John ate two big pieces of cake.

(39) Impossible:

* Man, John ate many big pieces of cake.

* Man, John ate few big pieces of cake.

* Man, John ate most big pieces of cake.

* Man, John ate all the big pieces of cake.

* Man, John atdmore than/less thgtwo big pieces of cake.
* Man, John ate every big piece of cake.

-0 Qo0 T p

All the determiners in (38), as well @me are indefinite, whereas all the determiners in (39)
and alsaheare definite. Clearly there is a correlation to be found betwiadefiniteness and
the possibility of NP-internal modification. However, itrist clear to me at present exactly how
it should be characterized within the present theory, andwg leave the problem for future
work.10

Another interesting issue is that there is some freedomabab predicate the particles modify.
In examples in which there is more than one (potentiallydigbde predicate, it seems that either
can be modified.

(40) Man, George Bush won a hard election.

Here either the extent of the victory or the hardness of teetiein can be modified. One has
the intuition that intonational prominence on a particydegdicate influences which predicate
is chosen. Therefore, it might be that focus should play a irokelectingS. | cannot resolve
this question here, and leave this issue also for the future.

10A first idea is that the function of the predicate is differanthe definite DPs than it is in the indefinite ones.
Perhaps in definite DPs adjectives work more to pick out aeetehan to say something about it, and therefore
are not further modifiable. Formally we might say that therexistential quantification over the degree argument
at, say DP level in definite but not indefinite DPs. The coneeqas of this proposal are not completely clear to
me at present and so | will leave this as a speculation.
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4 Conclusion

In this paper | have given a semantic characterization ob#evior of sentence-initiahanin
English. We have seen that it involves degree modificatioorenuse, and that intonation plays
a large role in its meaning. | have left some issues unsetilgtd think the present framework
is well suited to handle thert.

There are a number of particles in English and other langutigeg behave much likean In
English we finddude boy (%), girl (%), G, brg and many others. Interestingly, there are dif-
ferences between these particles amah dudecan be used only with independent intonation,
andboyonly with integrated intonation. The reasons for theseed#ifices remain unclear.

(41) a. Man, this water is hot. (independent or integrated)
b. Dude, this water is hot. (independent only)
c. Boy, this water is hot. (integrated only)

In other languages, it is quite common to find particles of thort. In Japanese, for in-
stance, there are the particlgs andzo (McCready In press), which are semantically similar
to sentence-finanan There do not seem to be any particles corresponding to titersee-
initial use: though there are several which are related éacctimma use, none of these can be
used with integrated intonation. The same seems to holdarugpanishguey‘dummy/dude’
andtio ‘uncle’ and Frenchmerde'shit’ and putain‘whore’. It may be that the reasons for this
lie in independent intonational facts about these langsidmé this must be explored further.
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