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Abstract

In the interpretation of natural language one may distinguish three typgsafics: there
are the acts or moves that are made; there are structural relations betweEssguent
moves; and interlocutors reason about the beliefs and intentions of theipgzarts in a
particular language game. Building on some of the formalisms developed taradoo
the first two types of dynamics, | will generalize and formalize Gricean itsigtio the
third type, and show by means of a case study that such a formalization alldinect ac-
count of an apparent ambiguity: the ‘exhaustive’ versus the ‘mentioresmterpretation
of questions and their answers. While the principles which | sketch, likeethb&rice,
are motivated by assumptions of rationality and cooperativity, they do estippose these
assumptions to be always warranted.

Key words natural language interpretation, dynamic semantics, semantics-pragmatics in
terface, Gricean pragmatics, epistemic logic, decision theory.

In the interpretation of natural language one may distisigthree types of dynamics, which,
though obviously related, can be studied relatively indejgatly. Firstly, there are the acts
or moves that are made, assertions, questions and answaersjands and permissions, etc.
The first two categories have been studied by Stalnaker,meérakjk and Stokhof, Heim and
Veltman, to name a few. Secondly, the strict interpretaditthese moves are interrelated in that
there are structural relations between subsequent mogksiswanaphoric dependencies, ellipsis
configurations, and discourse relations, all of which haved resolved. The work on these
subjects is so numerous that it is even impossible to mehtoa only the most important ones.
While this second type of dynamics is of an arguably ‘locakune, which can be studied by
focusing on move-pairs, or small sequences, | will argutttteathird type of dynamics requires
one to take a ‘global’ perspective, which takes into accqassumptions about) the beliefs
and intentions of the participants in a language game. |geitieralize and formalize Gricean
insights into these subjects, and show by means of one cadg ttat such a formalization
allows a direct account of an apparent ambiguity: the ‘estia@ versus the ‘mention some’
interpretation of questions and their answers. While theggules which | sketch, like those
of Grice, are motivated by assumptions of rationality anolpsrativity, they do not presuppose
these assumptions to be always warranted. In this small papknot provide much technical
details, but confine myself to sketching and illustrating thain ideas.

| will proceed as follows. In the first two sections | presdre basic concepts of the semantics
of declaratives and interrogatives, and of the dynamicsiektjons and their answers. | present
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the main ideas only, and only the main concepts to be used ést¢hey can be deemed quite
classical and because they are defined and discussed &t éwvgrious other places. In section
3 | present the notion of an ‘optimal discourse’, a reintetation of Grice’s conversational
maxims which does not serve as a set of categorial impesatiug as a measure to explain
other people’s discourse moves, and to motivate those d$ oman. In section 4 it is shown
how this notion can be used to explain, on the basis of theustive semantics from the first two
sections, the non-exhaustive interpretation of questamasanswers in specific cases. Section 5
sums up the results and establishes directions for futurk.wo

1 The Semantics of Declaratives and Interrogatives

According to a long and widely respected tradition, theispirwhich can be traced back to
the work of Gottlob Frege, the meanings of declarative st can be equated with their
truth-conditions. As Wittgenstein has put it: “Einen Sat¢zstehen, heil3t, wissen was der Fall
ist, wenn er wahr ist.” (“To understand a proposition meanknow what is the case, if it is
true,” Tractatus Logico-Philosophicus, Satz 4.024.) Beative sentences are used to convey
information about the world, and if you know what the worldgbtito be like in order for
such a sentence to be true, you grasp what the world is likeniie®ne sincerely asserts such
a sentence, and is not misguided. It is important to empédkat one does not need to know
whether such a sentence is true, because then an asseitismold hardly be informative; the
main point of asserting declarative sentences residesmmumicating information which has
not been established before.

This idea can be fleshed out in a Tarskian fashion by a reeudafinition of a satisfaction
relation = which defines truth of a formula relative to a model and/orldjoand a number
of parameters relevant to the interpretation of the formslech as those that determine the
interpretation of overt or covert pronouns, and that ofjtgly more technically, free variables.
In the remainder of this paper such a satisfaction relagdaken for granted.

The meanings of interrogative sentences can be understadimilar fashion. According to
the classical doctrine, set out by Hamblin, Karttunen, anoe@endijk and Stokhof, knowing
the meaning of an interrogative sentence equals knowingdhditions under which it is an-
swered, so that the meanings of interrogatives can be efjwétetheir answerhood-conditions.
Again, one does not need to be taken to know, in order to utadets question, what is the full
and true answer to it, what is relevant is that one knows, whatarious circumstances, counts
as a full and true answer. A uniform and perspicuous impléatem of this idea has been given
in (Groenendijk and Stokhof 1984), where a question is coadeof as a function, which in
each circumstance or world defines the full and true answeret@uestion in that world, and
effectively this cuts up logical space into a partition inigkhworlds are grouped together iff
they define the same full and true answer; in turn this comegp to an equivalence relation
over the set of possibilities such that two possibilities taken as equivalent for the question
iff the same full and true answer holds there, and relevatttgrent iff not. Before | illustrate
this notion of the meaning of a question, it must be emphddizat it is a purely semantic, if
one wants Fregean or Platonic, notion. More pragmatic nstad answerhood have been pre-
sented in terms of this notion already in Groenendijk andlgt6s work, and a more fine-tuned
practical interpretation of actual answers given will becdissed below.

Questions can be understood, in general, as querying toesvalf a (possibly empty) list of
variables. In case the list is empty, we are dealing with ampar ‘yes’/‘no’-question like B
(“Does it rain in California now?”). The answers will be thegleton set containing the empty
sequence (the truth valdg in case it is indeed raining in California, or the empty ské (ruth
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value0) in case it is not. This cuts up the space of possibilitiesnia blocks, one block of
possibilities in which it rains in California, and one blockthose in which it doesn’t. More
structure is generated by constituentVdh-questions. Consider the following question, with
associated gloss:

(1)  Who will come to the banquet?XZX

A full and true answer specifies, in each possibility, allladge whom come in that possibility,
and, moreover, that nobody else comes. Effectively, thislees possibilities equivalent iff
exactly the same persons come to the banquet in those pitissiband if at least one person
comes in one possibility and not in another, then they argenesd distinct. If, for the purpose of
exposition, we assume the domain contains only two releuaitiduals,a andb, the meaning
of the question can be displayed as follows:

—3XCX Can—-Cb

Th:=
doesb come?

—-CaACb VXCX

Ca:= doesacome?

The question queries, for each individual, i.@.andb, whether that individual comes. The
conjunction of the questions whethecomes and whethdr comes cuts up logical space into
four parts: one block of possibilities in which both answare negative (none come), two
blocks of possibilities in which only one of them comes (oalgind onlyb, respectively), and
one block of possibilities in which both come. Once one knawahich of these blocks the
actual world resides, one knows the full and true answeis &pproach generalizes to multiple
Wh-questions like:

(2) Who gave what to whom? X9z Gxyz

This question asks for a specification of the-relation; in any possibility it will have to
specify the full set of triples which stand in teve-relation, together with the specification that
no other triple stands in that relation.

As may be clear from this exposition, tBemanticf questions is taken to be an exhaustive
one. The various (semantic) answers to a question are exleasswers in that they specify
the full and exact set of values of a given predicate or m@ati(This is the same in case of
polar questions, but then there is only one possible valoe:empty sequence.) As we will
see below, this does not mean that actual answers given adedunderstood this way—they
can be felicitous when they only partially answer a questamd even questions themselves
can be felicitously understood as querying only a partiakgation. For now, however, it is
more important to observe three things. Firstly, this sdmanotion of answerhood underlies a
uniform notion of entailment in terms af, also indicated by means ef, which corresponds
to logical entailent if it relates two declaratives, whiabriesponds to answerhood if it relates
a declarative and an interrogative, and which correspamdsi¢stion subsumption if it relates
two interrogatives. That is, all of the following are valid:



88 Paul Dekker

(3) WxCxECa
VX(Cx > Xx=a) = X Cx
X Cx|= Ca

Secondly, as observed by van Rooij (2003), a partition thebiquestions naturally links up
with decision theory, both intuitively, as well as techriizal hat is, an agent’s decision problem
may also be modeled by a partition of logical space, to thecethat the blocks in the partition
correspond one to one to the alternative actions the agsnbhzhoose from. In the example
above, our protagonist may be wondering whether or not gogdanquet, and whether or not
to advise Kata to go there. If none afandb come it might be good to go together; if ordy
comes, | might better go alone and if orldycomes Kata might better go alone; if bafandb
come, Kata and me might better stay home both of us. Once lahwkanswer to the semantic
guestion displayed above, | know in this case what to do.

The very same situation can be used to make the third and fomat. df my question indeed
Is whether or not to go to the banquet, and whether Kata stgauttiere, the relation between
the question meaning and my decision problem is mediatedrhyn@er of assumptions, for
instance that it is fine for me to go there walonly, and not for Kata, and that it is no good for
me to be there with onlyp, while this is no problem for Kata, etc. My predicament tliere
better be displayed as follows:

—3XCx Can—-Cb

Th:= ( \w
doesb come? & j

-CancCb VXCx

Ca:= doesacome?

where the oval distinguishes the possibilities | conceiivasomaybe actual from those | have
already excluded. If it so happens that the actual world $ay, in the left bottom block outside
of the oval, and you know it, you might truly and rightfully @mer that onlyb comes; however,
this might not appropriately solve my decision problem, daese this might be one of these
worlds | have mistakenly excluded because it is one in wmdeed it is a problem for Kata to
be with onlyb and not for me. For the remainder it is important that questiaced (“Will I go
the banquet? Should Kata go as well?”) are not literally #raesas those posed (“Who come
to the banquet?”); yet, against the background of my infoionait is assumed that the latter
entails the first, according to the notionjefsketched above.

2 The Dynamics of Questions and Answers

Stalnaker (1978) presents it as two of four ‘truisms’ tha&t tlontent of an assertion can be de-
pendent on the context in which it occurs, and that assertifiect, and are intended to affect,
this context. The interpretation of pronouns, for instadepends on the specific contexts in
which they are used, and certain presuppositions may or raapa acceptable as a conse-
guence of the information available in the context in whioéytare triggered. The context next,
will be altered to the effect that the interlocutors can taker granted that a certain assertion
has been made, and, if no objections are made, that its ¢er@enadded to the stock of com-
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mon knowledge. Although, it seems, Stalnaker regards thes#dservations belonging to the
realm of pragmatics (Stalnaker 1998), they have been tagen indeed quite of few formal
systems of interpretation: Kamp’s discourse represamtdtieory, Heim’s file change seman-
tics, Groenendijk and Stokhof’s dynamic predicate logitg &eltman’s update semantics, to
name but a few. Whereas in each of the mentioned systems theptasf a context is adapted
to their various purposes, they all implement the idea thatriterpretation of discourse resides
in a step-wise update of information.

Interrogatives have been accommodated into this pictureetisin various ways. The idea is
that, while it is assumed that indicatives are used to adutnmdtion to the context, interrogatives
are used to add questions, in the semantic sense descriltieel jmevious section (Ginzburg
1996, Groenendijk 1999, Hulstijn 200Ggkr 1996, Roberts 1996). The general idea, the first
type of dynamics sketched above, thus consists of coneeofithe interpretation of a discourse
as a step-wise update of a ‘common scoreboard’ (Lewis) witbrination and questions, and
under the assumption that, in general, the informationigealresolves the questions asked.

The second type of dynamics is of an, arguably, more instni@h@ature. Questions and their
subsequent answers may hang together in a more structunemthan one can account for
according to the platonistic view sketched in the previcetion. This already holds for two
assertions by the way. Most of the mentioned dynamic theaienterpretation expand upon
the fact that the use of a certain type of term (a name, a defaritindefinite description)
may be associated with a witness as its value which can beedfback to by means of a
pronoun in a subsequent assertion—while this does not (egdubld for a truth-conditionally
equivalent assertion which does not employ such a term. ©tiee@rguments of a structured
meanings approach to questions (von Stechow 1991, Krifkd 1 &s against the propositional
one sketched above, is that something similar holds fortogureanswer pairs.

Consider the following two questions:

(4) Is it raining?

(5) Is it not raining?

Besides some clearly pragmatic overtones, these questierejaivalent on the propositional
approach, since their propositional answers are “It ismgih and “It is not raining.” They are
not fully equivalent, though, since an elliptical answéeli'Yes.” (“N0.”) to the first may mean
something different than when it answers the second. Siyila

Q) Who is coming to the banquet?

(6) Who is not coming to the banquet?

can both be taken to ask for a full specification of who is, ahd v8 not coming to the banquet.
Yet, a constituent reply like “Susanne and Wilfrid.” will beerpreted differently in response to
these two questions. These facts have also been observewénehdijk and Stokhof and they
already submitted that, for a proper interpretation oféhgpsestions and their elliptical answers,
one needs to have access to #iistractsassociated with these questions, precisely the moral
advocated on the structured meanings approach. Roughligdhas that example (1) queries
that set of individuals coming, and example (6) the set olviddals not coming. Even though
either set determines the extension of the other, they ariewdly not the same, and thus they
can help to characterize the relevant difference betweznaltbve two pairs of examples.
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These observations have been implemented in an update sesnarfAloni, Beaver and Clark
1999) and (Dekker 2003). While the papers only provide formomstructural extension of the
semantics of questions, they allow one to deal with the dycswf question-answer pairs as
indicated above, and in principle also of a kind of topicatrietion like we find in the following
examples. Asager (&ger 1996) observed, an answer like:

(7) Only Socrates is wise.

means something different as a reply to the following twostjoes:
(8) Whois wise?

(9)  Which Athenian is wise?

In reply to the first, it asserts that Socrates is the only we®son while in reply to the second
it only asserts that Socrates is the only wighenian Also, if A asks:

(10)  Which students join the trip?
thenB’s counter question:
(11 Whowantto join?

can be taken to mean whiskudentsvant to join. And we can also identify a difference between
the following assertions with ‘embedded questions’:

(12) Mary was surprised who came.

(13) Mary was surpised who did not come.
Finally, using a technique deriving from (Zeevat 1994),

(14 Who gave what to whom?
John a book to Mary.
Jane a funny hat to some hippie.
Somebody else all her recordings of “Friends” to Denise.
And nobody anything to anybody else.

can be interpreted totally compositionally. While the umglag notion of a question is exhaus-
tive, the various answers can be interpreted as partial eisswhile the closing statement is
eventually interpreted as telling us that the full exharestinswer has by now been given. See
(Dekker 2003) for details.

3 The Pragmatics of Questions and Answers

The two types of dynamics discussed in the previous sectibbevassumed in the explanation
of the third type, in this section, but they are not sufficieninotivate it. The fact that certain
guestions are asked, and certain assertions are maderuiusd! relations between the two,
may help explain what is the intended or interpreted relesari the two. So, while it is obvious
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that John comes to the banquet, and no other studentscdm. be relevant in response to a
guestionwWho will come to the banquet&most any other utterance (indicative or interrogative)
can be relevant as well. This has already been noticed iref@&mdijk and Stokhof 1984), and
(van Rooij 2003) gives a decision-theoretic explanatiorheffacts, in quantitative terms. In
(Dekker 2004) | have argued that an intuitive, qualitatixplanation along the lines of Grice
can be furthered as well, as long as we do not give an imperiatigrpretation to these maxims,
and formalize them sufficiently generally.

What is the point of posing questions and making assertiom&?elcan be many such points,
including that of keeping the conversation running, testigreement, establishing face, making
fun, etc. Focusing on inquisitive discourse, or games afrimftion exchange, we may assume
that the interlocutors come with their own questions (imtieh to decision problems, or just
out of interest) which they seek to be answered in a reliabte @mfortable way. Bearing
this in mind, we can say that a discourse is optimal iff theipgants’ questions are answered,
to the best of the knowledge of all of the participants, ardeéed in an efficient or otherwise
convenient way.

Before | make this idea relatively precise, it is importanittentify one difference with Grice’s
statement of the facts or principles. Grice’s maxims arenfdated as imperatives about how
to behave in a rational and cooperative dialogue; | only viarstate a notion of what would
be an optimal dialogue, a notion against which actual disoigcts can be evaluated. Even
when we are engaged in an inquisitive discourse, facts efi#ve it that things need not be
optimal: we can fail relevant information, we can fail theane to query the right type of
information, and we can misjudge what is the most efficientanvenient way to achieve the
intended result; besides, we may be right or wrong in assyithet our interlocutors are rational
and cooperative. When engaged in a conversation, we may bdaswell aware of all these
possibilities. (See, however, work of Alexandru Baltag, @&mBenz, Robert Stalnaker and Ede
Zimmermann for some of the philosophical and technicabpgfin playing with notions of
uncooperativity and irrationality.)

With the previous comments in mind, | have proposed the viofig notion of an ‘optimal
discourse’ in (Dekker 2004), which is modeled after Griagsion into four maxims:

Definition 1 (Optimal Inquiry) Given a set of interlocutors A with statés)ica a discourse
D =qq,...,¢, is optimal iff:

e Vie A: D([®])ND(0i) = i (relation)

NieaD(0i) = D([®] (quality)
® is minimal (quantity)
@ is well-behaved (manner)

The requirement of relation requires an optimal discounsaniswer all questions of all inter-
locutors. The information provided k&) is hoped to answer the questions in any statel hat
of quality requires these answers to be supported by thewdaitzh the interlocutors had to
begin with. These two requirements are defined in full forngur in (Dekker 2004). The re-
quirements of quantity and manner are deliberately lefeuspkcified, but they ought to come
with some intuitive understanding.

When agents engage in a cooperative conversation, it ismablothat they make clear what
guestions they have, and that they provide information wihey have support for. The above
notion of an optimal inquiry accounts for this, but it alsov&s to guide agents in a dialogue in
which the conditions are not guaranteed to be optimal.
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Let us first look at an optimal situation. Suppdsevishes to know whether Sue comes to the
banquet (8, andB wants to know whether Tim comes to the banqué), @hd assume th&
knows that Sue will come, and thaknows that Tim will not come if Sue comes. The following
dialogue is optimal then:

(15)  A: Will Sue come?
B: Yes.
Will Tim come?
A: No, not if Sue comes.

Both questions are answered, by information which was Ihjitiaere distributed over the two
original information states. The discourse is also quiteimal, and, depending on one’s stan-
dards, well-behaved.

Example (15) can be used to show that some standard felemyinrements (like informativity,
non-redundancy, consistency, and congruence of answdrgjuestions) can be derived from
the notion of an optimal discourse. More interestinglyagih@lso be used to explain why certain
dialogues are perfectly reasonable also if certain camiohs are not direct replies to questions
posed just before, or if questions posed differ from questiaced. Information management
may need more sophistication because understanding attoalirse requires reasoning about
beliefs and intentions (epistemic logic and decision tizgor

Even if we do not take into account any suspicions aboutiamatity or uncooperativity, the
following situation must be telling. Suppose | am wondemvitether or not to go to the banquet
tonight. Being an academic, | don’t say to myself: “Go therd aave fun,” but | count my
blessings. I'd like to talk to professofsandC, but there are some complications. If, besides
professorA, professoB is there as well she will absow if B doesn’t absorb profess@y, that

is, if Cis not absorbed by professbr furthermore, if neitheB andC are presenD will absorb

A. This is not an abnormal academic situation. The followatté lists the configurations under
which it is appropriate for me to go (given that my assumgiaboutA, B, C andD are right,

of course):

. C&D C&-D -C&D —C&-D
A& B| - + - -
A&—-B | + + - +
-A& B| - - - -
~A&-B | - + - -

All I want to know is if I am living in a+ or — world, which corresponds to a positive or
negative decision about going to the party, and which blgisaa polar (Yes/Ne) question. |
could ask:

(16)  Will I go to the party? (@i)
which, normally, is a stupid thing to ask, of course, in andeeaic environment. The question |
face is a polar one so, in order to characterize my questiand to ask you whether | am in one

of the+ or — worlds. This is somewhat awkward. One of the most minimapjliistic’ means
to distinguish the+ from the — worlds that | could find is rendered by the following formula:

(17)  (AAND[(-B AND(D — C)) OR (B AND C AND-D)]) OR(C AND—B AND-D)?
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Nobody will be happy answering (or even interpreting) a ratlanguage analogue of this.
Instead, | could ask:

(18) Who come? (Cx

Formally, and semantically speaking, this asks for more thaed to know: not just whether
| am in a+ or — configuration; rather, it asks in which of the 16 possiblaeaions | am in the
configuration displayed above. Even so, any answer to thestgpn entails an answer to the
guestion | face (the publicly posed question formally dimgithe first one I really face), so the
guestion makes sense, and, as we can see, question (18)ismote convenient than question
@am).

The upshot of this discussion is that we can ask for more imédion than we actually need,
formally speaking. This observation can be strengtheneddsns of the sequence that possibly
follows an utterance of (18). A partial answer to (18) may be:

(19 Arms will not come, but Baker does....

In the situation sketched this would already be sufficieregblve my decision problem. All

possibilities in which Arms does not come but in which Bakeeslcare ones in which it does
not make sense, | think, to go to the banquet. (Inspect the tbw of the table, which contains
only —’s.) So, even though you are not aware of my predicament, ambtknow how to sort

out to fulfill the purpose of giving a full exhaustive answemhy question (18), | can stop you
by saying: “I know enough, thanks, | will not go myself; but this not stop you from going

there yourself.” (Kind, and irrelevant, as | am.)

The upshot of this discussion is twofold. Again, as in sec2o we face a question actually

posed which does not exactly match a question actually fadeid time, however, a pragmati-

cally partial answer to a question posed may serve to ddfirsédtle a question actually faced.

What is more, such a resolving partial answer may be ant&ihaind this fact brings to bear on
a quite theoretical issue, that of the exhaustive versugioresome understanding of questions
and answers in general. If a partial answer to a questioraisgrally understood exhaustively,

can be reasonably interpreted as being settling, pragatigtithen both the semantic (‘exhaus-
tive’) interpretation can be saved, as well as its pragn{atiention some’) interpretation.

4 An Application: “Mention Some”

In the academic debate there is extensive discussion dimigdue whether or not an ‘exhaus-
tive’ or a ‘mention some’ meaning of interrogatives shouddtaken as basic, even though this
issue is not represented by polemics in the standard jaurifdle issue is ‘academic’ in that,
in general, both approaches are intertranslatable to aicditm degree. Exhaustive interpre-
tations of questions entail mention-some ones, and exkiaisdts of mention-some replies to
qguestions equal their exhaustive answers. In this papevd teken an exhaustive semantic
interpretation as basic, and allowed for a natural pragnatierpretation of partial, or ‘mention
some’ answers, basically, like Groenendijk and StokhoB@9lid. Before we evaluate this
proposal, it makes sense to inspect some examples that bawepht forward to argue for the
opposite approach.

The following examples typically have a ‘mention some’ iptetation:
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(20) Who's got a lighter?
(22) How can | open a .gzip file?
(22) How do | get to the station?

(23)  Where do they serve Thai food?

Intuitively, one instantiation of the queried variabM/l{-term How- or Wherephrase) may
serve to answer these question satisfactorily. They desitrsto be used, in general, to query all
of their possible values. One light is enough to light a @t@; nobody seems to be interested
in all possible ways to open .gzip files; certainly nobodydsean explanation of the infinite
number of ways in which one can reach the station; and one §badrestaurant nearby will
serve my purpose, not necessarily knowing all of the onesrato

Do these examples speak against an exhaustive semantiaesiians? | don’t think so. Two
observations are in place first. All of the above questions lwa used to ask for exhaustive
specifications in the first place, and one really needs iittiegination to see so. If there has
been a big fire, and lighter owners are suspect, then thedtmspesking (20) is most probably
interested in the whole set of lighter owners, not just arasmmal one who can light Kojak’s
cigar. Similarly for the other examples. In the second placg exhaustive answer to these
guestions entails one or more of the possibly required merstbme replies. This is simply so
by definition.

The only question seems to be, then, why to raise an issue (8/guob a lighter?”) while a
semantically more simple issue (“Has anybody got a ligfijei®at stake? Any smoker with
some linguistic interest, and any linguist with some inselie@ her smoking colleagues, can
figure out the answer.

| do not believe there are hard and fast arguments againstfaver of exhaustive readings of
guestions and their supposed answers. | do have qualmsyépwke Grice, against positing
ambiguities though. One line of explaining the facts is adwed here: a speaker can expect
the hearer to realize that her decision problem is more diffto formulate than the question
actually posed and thahe latter entails the first This part of the show can be adequately
formalized, as has been done before. | have doubts aboutitbeway around, but, of course,
my doubts by themselves don’t constitute an argument.

To round up this paper, | would like to discuss in some detgip&cal ‘mention some’ example.
Consider again example (23):

(23)  Where do they serve Thai food?

Just to be sure, this example can naturally be used on an €lRfeinterpretation, and any
exhaustive reply will satisfy any ‘mention some’ demandshef questioner. Even so, it seems,
people tend to think it is typically used with a ‘mention sonméerpretation.

But now wonder what will be the predicament of someone who coupewith such a question
with such an interpretation. Simplifying matters, we camagime you on a junction where you
can go North, East, South and West; your intention is to haaglg'hai food. Your decision
problem resides in choosing one of the four directions, leithosen one must be taken to lead
to a nice Thai restaurant. The question you face, and whiek dot make much sense to pose,
is “Where do | go?” If we translate this question into a reléx@re about the facts of the matter,
it could be something like the conjunction of the followirauf:
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(24) Will I go North and find a nice Thai restaurant?
Will I go East and find a nice Thai restaurant?
Will I go South and find a nice Thai restaurant?
Will I go West and find a nice Thai restaurant?

The four questions are mutually exclusive, as is required partition approach. All four of

them are also based on the assumption that you do find a niceeBtaurant, a presupposition
which can be cancelled of course. (Like we saw before in osecudision of example (18), it
may be acutely relevant to dismiss such presuppositiohgyf &re not obviously satisfied.)

Let us assume that there is indeed a nice Thai restaurami@reven in all of the four possible
directions. Still the conjunction in (24) is quite laborgoand even oppresive. Instead, you
might ask (23) and you and | will be sensible enough to figurtetioat question (24) is what
you aim to find out.

A pragmatic explanation of ‘mention some’ interpretatiafgjuestions which are assumed to
be exhaustive semantically, of course does not suffice tlaexjpnention some’ interpretations
of embedded questions (Beck and Rullmann 1999). On a first, dbisas as we want it to be.
Consider:

(25) Mildred knows who come to the banquet.

We don’t want to render this qualification of Mildred true lifesknows of only one person that he
or she will come to the banquet. Asserting (25) implies thdtdMd has exhaustive knowledge
about who come, among the relevant persons, of course. Tloiftg example might cast
some doubt on this conclusion:

(26)  George knows where they serve Thai food.

Asserting (26) seems to be well motivated if George knowsmaee where they serve Thai
food and where to find it. | am not sure whether this can be tasean argument against an
exhaustive interpretation of questions. My own intuitiatts not decide on the evaluation of
(26) in case various good places serve Thai food; besidggmants from attitudinal contexts
like those presented by ‘know,’ 'believe, and the like, auspect anyway. My interpretation of
Kripke’s puzzle about belief is that there is a bigger prabbbout belief ascriptions in general
than about the rigid semantics of proper names, and | gelasisonclusions from Stalnaker’s
work. Indeed all of this may imply that an autonomous sencaattterprise is eventually doomed
to failure, and maybe this is even Martin Stokhof’s con@usn (Stokhof 2002). Nevertheless,
as long as we do not bring semantics to the grave, and do notapueely cremate formal
pragmatics, there is hope for a very well established linexbhustive research.

5 Conclusions

In this paper | aimed to focus on a Gricean type of dynamicméation which, | claim, is
different from two other types of dynamics extensively stddn the literature. | have suggested
that this type of dynamics stands in need of both motivatioth farmalization. A motivation
has been given in terms of a notion of an optimal discourséwis based upon principles of
rationality and cooperativity, but which does not presiwggptihem. The formalization has been
partial, because some of it is crucially social, culturalptherwise underdetermined.



96 Paul Dekker

| have focused on the use of declaratives and interrogativedat are called inquisitive dia-
logues. The semantics of these types of sentences has lseemeato be classical: satisfaction
conditions, and, in case of interrogatives, (exhaustimsjweerhood conditions. Not for the pur-
poses of this paper, but for a general semantic program itotigerun, | have assumed a more
structured approach along the lines of Krifka, as has alem Iseggested by Groenendijk and
Stokhof themselves.

One of the main observations is that questions posed andiapge$aced, although logically
related, may diverge. Thinking of it, this is not a very sisj;ig observation. | could ask you
whether Sue comes to the banquet, not because | want to kmbvaebause | know that if
she comes, Tim comes as well, and because | do not want yowote #rat | am interested
in the question whether Tim is coming. Theoretically, theervation has some impact. It
allows us to explain that we may ask for more information tivamactually need, and, properly
understood, our respondents may act accordingly. A ‘mersiione’ interpretation of questions
and answers, even on an ‘exhaustive’ semantic evaluatonthus be rapidly explained.

As appears from the lack of definitions in this paper, it is by &rge programmatic. The real
work has to be done by means of some epistemic logic and dedtseoretic reasoning. | hope
to have shown, however, that this can be neatly based onsicdhsemantic understanding of
declarative and interrogative sentences.

References

Aloni, M., Beaver, D. and Clark, B.: 1999, Focus and topic semsiperatorsin P. Dekker
(ed.),Proceedings of the 12-th Amsterdam Colloquilinh C/Department of Philosophy,
Amsterdam, pp. 55-60.

Beck, S. and Rullmann, H.: 1999, A flexible approach to exheitistin questions,Natural
Language Semanticds 249-298.

Dekker, P.: 2003, Topical restriction and answerhaod\V. Weisgerber (ed.)Proceedings
of the Seventh Annual Meeting Sinn und Bedeutwhgversitit Konstanz, Konstanz,
pp. 110-1109.

Dekker, P.: 2004, Satisfying questionsC. Meier and M. Weisgerber (ed$roceedings of the
Eighth Annual Meeting Sinn und Bedeutubgiversitit Konstanz, Konstanz, pp. 83-94.

Ginzburg, J.: 1996, Interrogatives: questions, facts,ddaldgue,in S. Lappin (ed.)The Hand-
book of Contemporary Semantic Thedsjackwell, Oxford.

Groenendijk, J.: 1999, The logic of interrogatian, T. Matthews and D. Strolovitch (eds),
Proceedings of SALT DCLC Publications.

Groenendijk, J. and Stokhof, M.: 1988fudies on the Semantics of Questions and the Prag-
matics of AnswerdPhD thesis, University of Amsterdam, Amsterdam.

Hulstijn, J.: 2000,Dialogue Models for Inquiry and Transactip®hD thesis, University of
Twente.

Jager, G.: 1996, Only updates. On the dynamics of the focuglgaonly, in M. Stokhof and
P. Dekker (eds)Proceedings of the Tenth Amsterdam ColloquilichC, University of
Amsterdam, Amsterdam, pp. 387—405.



Mention Some of All 97

Krifka, M.: 1991, A compositional semantics for multiplecies constructionsn S. Moore and
A. Wyner (eds)Proceedings from SALT Cornell, pp. 127-158.

Roberts, C.: 1996, Information structure in discoumse),. H. Yoon and A. Kathol (edsyVork-
ing Papers in Linguistics 430hio State University, pp. 91-136.

Stalnaker, R.: 1978, Assertian,P. Cole (ed.)Syntax and Semantics 9 — Pragmatissademic
Press, New York, pp. 315-332.

Stalnaker, R.: 1998, On the representation of confiextrnal of Logic, Language and Informa-
tion 7, 3-19.

Stokhof, M.: 2002, Meaning, interpretation and sermantic®. Barker-Plummer, D. Beaver,
J. van Benthem and P. S. di Luzio (edajprds, Proofs, and Diagram€SLI Publications,
Stanford.

van Rooij, R.: 2003, Questioning to resolve decision problenrsyuistics and Philosophy
26, 727-763.

von Stechow, A.: 1991, Focusing and backgrounding opesatoiV. Abraham (ed.)Dis-
course Particles: descriptive and theoretical investigas on the logical, syntactic and
pragmatic properties of discourse particles in Germaohn Benjamins, Amsterdam.

Zeevat, H.: 1994, Questions and exhaustivity in update séosain H. Bunt, R. Muskens and
G. Rentier (eds)Proceedings of the International Workshop on Computati@®ahantics
ITK, University of Tilburg, pp. 211-221.



