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Abstract

Sets of Hamblin alternatives are often used side by sidastintmovement and vari-
able binding. Shan (2004) shows that previous attemptdiaiidga Predicate Abstraction
rule for variable binding while using sets of alternativasd serious problems: they over-
generate alternatives and/or are incapable of handlirdjrgrinto awhphrase. This paper
provides a solution by assuming Poesio’s (1996) general{tygm 1) ,t) and by borrowing
and extending Rullmann and Beck’s (1997) treatmentlephrases as definites.

1 Introduction

Hamblin (1973) introduced sets of alternatives into Moo&a@Grammar to treath-phrases in
questions. Sets of alternatives have been later used by Rt@85) to model focus. Hagstrom
(1998) and Shimoyama (2006) use alternatives for quanéfigdessions in Japanese. Kratzer
and Shimoyama (2002) account for German free choice integinsing Hamblin alternatives,
and their approach has been adopted for further languageal these analyses, alternatives
are employed as a kind of scoping mechanism carried outypur¢he semantics.

By introducing sets of alternatives into the grammar, itdagrally assumed that Hamblin alter-
natives operate side by side other scoping devices, sugmaEtc movement with subsequent
variable binding of movement traces and pronouns. Dedpgethe literature dealing with sets
of alternatives has struggled to make variables and atieesavork together. The difficulty en-
countered was to formulate an adequate Predicate Absimattie (PA) able to bind variables
inside the set of alternatives. Solutions to this probleneHzeen proposed by Poesio (1996),
Hagstrom (1998) and Kratzer and Shimoyama (2002). Howe@lan (2004) shows that all
these solutions are inadequate to deal with sets of alteesatHagstrom'’s (1998) and Kratzer
and Shimoyama’s (2002) PA-rule generate unwanted readiviyjie the PA-rule provided by
Poesio (1996) is not able to deal with cases where the binfddgreovariables is intuitively
outside the set of alternatives. Shan concludes that ittipossible to formulate an adequate
PA-rule for variable binding with alternatives. His propbss to abandon variables altogether
by using Variable Free Semantics (Jacobson, 1999) insfElael.goal of the present paper is
to present a way to circumvent Shan’s problems and thus neiketalternatives compatible
with syntactic movement and variable binding.

Martin Prinzhorn, Viola Schmitt and Sarah Zobel (eds.):
Proceedings of Sinn und Bedeutung Yi&nna, pp. 322 — 338
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2 Two Ways of Scope Taking and their Empirical Motivation

A scoping technique standardly assumed in the syntacti¢aanthl semantic literature (Mon-
tague, 1974; May, 1985; Heim and Kratzer, 1998) is overt kdogyntactic movement, by
which a constituent is displaced to a higher position in tee teaving a co-indexed trace in
the original position. This is exemplified in (1) for overh-movement and in (2) for covert
Quantifier Raising (QR) at LF. Crucially, the relation beémnea displaced constituent and its
trace is subject to locality constrains (Ross, 196#hphrases, for example, cannot overtly
move outside syntactic islands such as complex Noun Ph¢ages and adjunct clauses, wit-
ness (3)-(4):

(1) What did Sue eat;? (3) *Who; did Taro eat the rice cakes thabbught?

(2) a. Alice saw nobody. (4) *Who; did Taro leave becausgdame?
b. LF: Nobody Alice saw {.

A second scoping mechanism seems to be at play in Japanetgs lmnguage, interrogative
and quantifier phrases are built using indeterminate pai#ge(5) and associating them with
particles such aska or -mo. Depending on which particle is associated, a differergrpre-
tation is derived:-mo gives rise to a universal reading of the indeterminate gheagl-ka
produces an interrogative or existential interpretation.

(5) a. dare ‘who’ c. dore ‘which (one)’
b. nani ‘what’ d. dono ‘which’ (Det)

The particle can associate with the indeterminate phrasdamally. Interestingly, this non-
local association can cross an island boundary, as the gatioatity of (6)-(7) shows. But non-
local association fails if anothetka’/-'mao’ particle intervenes, as shown by the unavailability
of reading (8-c) (Shimoyama, 2001). The conditions on romall association are summarized
in (9-b).

(6) Taro-wa [[dare-ga katta] mochi]-o tabemasit&a?
Taro-Topwho-NOM boughtrice cake-ACCate Q
'Whoy did Taro eat rice cakes that x bought?’

(7) Taro-wa [[dare-ga kita-kara] kaerimasiteka?
Taro-TOPwho-NOM came-becausleft Q
'Whoy did Taro leave because x came?’

(8) a. Yoko-wa [[Taro-ga nan-nen-ni nani-nituitekaita ronbun]-moyuu-dattaka]
Yoko-Top[[Taro-Nomwhat-year-inwhat-aboutwrote paper]-MO A-was Q]
siritagatteiru.
want to know

b. Available reading: ‘Yoko wonders whether for every topic x, every year y, thegqrap
that Taro wrote on x iny got an A’

c. Impossible reading: “Yoko wonders for which year y, for every topic X, the papeatth
Taro wrote on x iny gotan A
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9) a. [...[...indetcirminate ...] CNP/Adjunct . ..] -ka/mo
|

association

b. *[...[...indeteArminate ...]-ka/mo ...]-ka/mo
association

Kratzer and Shimoyama (2002) and Shimoyama (2006) devel@pproach to deal with the
Japanese facts. They claim that the association betwedndbgrminate phrase and its op-
erator is not of syntactic nature, as it is less constrairidtey use Hamblin alternatives as a
scope taking device instead: indeterminate pronouns @éianblin alternatives, which then
are passed up the tree until they meeka/ -mooperator. From this point on, all the alterna-
tives are “bound” and a scopal effect is achieved. This stakiag device does not rely on any
syntactic movement, as there are no indexed chains invoaretlit is therefore not subject to
syntactic constraints. This is sketched in (10). HoweVar,dlternatives arising from different
indeterminate phrases are passedogetherand becomall “bound” when they encounter the
closest c-commanding operator. This gives rise to a newitpaandition that prohibits any
other-ka/ -mooperator to intervene: (11).

(10) [Op[wh Island wh] (11) Op[Op, [Wh ... wh]

-2 F-2_ _

Thus, (at least) two empirical patterns of scope taking egiobnd: one is sensitive to syntactic
island$, whereas the other is immune to them but cannot skip a “bindére first pattern is
usually modeled using syntactic movement and variableitgndf the trace; the second is
straightforwardly accounted for using Hamblin alternagivOther constructions for which sets
of alternatives have been used as scoping device are wlisitinrases in English, focus (Rooth,
1985) and free choice indefinites (Kratzer and Shimoyam@2R®s the two scoping patterns
can co-exist in the same language (e.g. QR and focus alteysadh English), the question
arises, how the two mechanisms can be combined.

In the rest of the paper, we will use English sentences folaséimderivations, assuming for
simplicity that the relevant items are interpreted usirgtthio scoping mechanisms. If some
of these assumptions are questionable for English (e.gvesm gih-phrase is analysed in situ
using alternatives rather than as undergoing syntacticemewt, as in (16) below), the reader
should feel free to map the structure to some other languageli@w the same conclusions.
The point of the paper, which is a formal one, remains.

3 Semantics of Quantifer Raising and Hamblin Alternatives

3.1 The semantics of syntactic movement: Quantifier Raising

As we saw, in QR, the quantificational DP is moved into the éigdpecifier position where it
can take proper scope, leaving behind a trace and havingvitsralex of movement rebrack-
eted as\i:

1See Richards (1997) fevh-movement and islands crosslinguistically.
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(12) a. Alice saw nobody b. Nobody saw Alicet;

On the semantic side, the trace will be interpreted as a pron®he denotation of the trace
[t]™9 is g(i), as usual: (14-a). The two other expressidiige and sawin this sentence
are not dependent on the assignmgand are interpreted as in (14-b)-(14-c). The denotation
of sawis then combined with that of the trace andAdice via function application, giving
us (14-d). The PA-rule (13) interpretes the numericalbstract and binds the variable, as in
(14-e). Finally, the quantifier applies: (14-f).

(13) Predicate-Abstraction Rule:
A [BM (o)

N [BMOt
(14) a. [M9=g(i) e. [ Alice saw {J™9 = Ax. Alice sawg¥/ (i)
b. [saw]M9 = AxAy.y sawx = Ax. Alice sawx
c. [Aliceg]M9 = Alice f. [Alice saw nobodj"¢
d. [Alice saw{JM9 = 1 iff Alice saw g(i) = 1iff -3x[ Alice sawx]

3.2 Hamblin Alternatives

In Hamblin (1973),wh-expressions denote sets of alternatives. Mbrwords also denote
sets, but only singleton sets. So, consequently, propeesarow denote sets of individuals,
predicates denote sets of relations and sentences dernstefg@opositions. This means,
following Hamblin's (1973), that every former denotati@enriched to a set of denotations of
that type. From a type theoretical point of view, an expassif an arbitrary type is enriched
to (T,t).

Additionally, the Functional Application (FA) rule is mdiid in order to be able to deal with
sets. When using Hamblin alternatives, a predicate doesnpencounter a single argument,
but a set of arguments. The new FA-rule (15) makes every gatlin one set apply to every
argument in the other set.

(15) Hamblin Functional Application:
{f(X) fe [[B]]M,g A XE [M]M’g}

(T
[B]™e yjMe
The bottom-up computation of (16) (with thh-phrase interpreted in situ) looks as follows:

(16) Alice visited whom
a. LF: Alice visited whom,_sity
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b

* {Alice visited Xavier, Alice visited Yves, Alice visited Z&¢

Alice visited whom: (t,t)

/\

{Alice} {Ay. y visited Xaviery. y visited YvesAy. y visited Zack
Alice:: (et) visited whom: ((e,t)t)
{AxAy. y visited x} {Xavier, Yves, Zack
visited::((e (e t)),t) whom :: (e;t)

4 Shan’s Puzzle: Combining Sets of Alternatives with Variakes

Shan (2004) claims that we end up with a problem as soon as mbéige movement and
variable binding with sets of alternatives. He argues thiatnot possible to provide a PA-rule
that is able to deal adequately with sets of alternativedodalize the problem, it is decidedly
the best to demonstrate what happens just up to the pointewkerneed to formulate the
PA-rule.

Consider (17), with thevh-phrase in base position andbodymoved by QR. In the semantics,
since we are dealing here with sets of alternatives, evepyession of an arbitrary typeis
enriched to the typét,t), as shown in (18). The bottom-up composition up toXkebstract
proceeds as in (19):

(17) a. Who saw nobody b. LF: no?ody)\i [Whoinsitu sawt‘i]
QR

(18) Ai who saw{ 11227 (19) a. [t]M9={g(i)}
b. [saw]M9= {AxAy.y sawx}
c. [sawt]™9 = {\y.ysaw g(i)}

Ai who saw ::(t,t) d. [whd™9 = {Alice, Barbara, Caro}l
/\ e. [who sawfM9 =
who:: (et) sawt :((et,)t) {Alice sawg(i), Barbara sawg(i), Caroll sawg(i) }

/\ f. [Ai who sawif]M9 = ?2??

saw:: ((e (et,))t) t:(et)

The task now is to formulate a PA-rule which takes the setg()18f open propositions — due to
unboundi-variables — and returns an object after ithariables are bound.

A first, naive attempt would be to formulate a PA-rule by adisting over the set of alternatives.
Basically, this PA-rule takes the set of propositions argliap theA-operator in front of it:
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(20) The First Try: A_Naive PA-Rule
Ax. [B]Me
(e (T,1))

Ai [B]*e
(T.1)

By applying just the\-operator in front, we end up with a function into sets, withe (e(t,t)),

as in (21). But this is, of course, the wrong type. In ordertfa quantifier [nobody™9 in
(22) to properly combine via Hamblin Functional Applicati@l5), its sister should be a set
of (e /t)-properties. This means that the correct PA-rule shouldyabe A-operation to each
member of the set of alternatives and produce a set of furstigpe((e,1),t), as in (23).

(21) Ax. {Alice sawg¥/(i), Barbara savg*/' (i), Caroll sawg*/! (i)}
(22) [nobody™9= {AQer).—3X[Q(X)] }
(23) {Ax. Alice sawg¥/ (i), Ax. Barbara savg*/!(i), Ax. Caroll sawg¥/(i)}

Hence, we end up with a type clash, as the different types dditndn such a situtation, a
natural solution is to apply a type-shifting rule from tyfe(t,t)) into type ((e,1),t). Such
an operation means that we transpose from a function into(8gie (e(t,t))) into a set of
functions (type((e,1),t)). Such a type-shifting rule can be defined, witness (24),dnat
needs to bear the following caveat in mind. As Shan notespetifin into sets carries less
information with respect to ordering compared to a set otfiems. As the reader can verify
for herself, if we transpose from a function into sets inteteo$ functions via (24), the resulting
set will contain uniform(e, t)-functions like “to be seen by Alice”, “to be seen by Barbaaat
“to be seen by Caroll” in (25), but also non-uniforf@t)-functions like the ones in (26), which
have different values for the subject:

(24) MNQee 1)y { fle) 1 VXe. f(X) € Q(x) }

(25) Uniform properties:

X1 — Alice sawxy | [ X, — Barbara saw; | [ x; — Caroll sawx;
X2 — Alice sawxs | [ xo — Barbara saw; | [ xo — Caroll sawx;
x3 — Alice sawxz | | X3 — Barbara saws | | X3 — Caroll sawx3

(26) Non-uniform properties:

X1 — Alice sawx; X1 — Alice sawx; X1 — Caroll sawxq
X2 — Caroll sawx; X2 — Barbara sawo | | Xo — Barbara sawx;
X3 — Barbara saws | | X3 — Caroll sawxs X3 — Alice sawxs

4.1 Hagstrom and Kratzer & Shimoyama

In the literature, a PA-rule where transposing is includad loe found in Hagstrom (1998) and
Kratzer and Shimoyama (2002):
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(27) PA-Rule by Hagstrom and Kratzer & Shimoyama:
{feq e t(x < [BM9""}
((e1),1)

Ai [B]*e
(T1)

This rule is able to apply th&-operator to each member of the set of alternatives and,eas th
reader can verify, it produces a set containing uniform fions as well as non-uniform func-
tions. Shan (2004) shows that including non-uniform fumdi leads to an empirical problem,
which we will call Problem 1: non-uniform functions generainwanted FF and pair-list read-
ings. Consider, for example, (28). If Alice ig's mother, Caroll isxo’'s mother and Barbara

is X3's mother, then the leftmost function depicted in (26) woptddict the functional answer
(28-a) to be acceptable, contrary to fact. Similarlygifis Xavier, xo is Yves andxs is Zack,
then that same function would predict the pair-list answe@B-b) to be felicitous, contrary to
fact?

(28) Who saw nobod$

a.#His mother saw nobody Nobody was seen by hisnother.
b.#Alice didn't see Xavier, Caroll didn't see Yves, and Badbdidn’t see Zack.

4.2 Poesio’s Approach

So far we have treated the variable assignngess a parameter on the interpretation function
[.JM9 It is also possible to treat the assignment as part of thetdéoo (Groenendijk and
Stokhof, 1991; Heim, 1982). Here the denotation of an exwess a function from assign-
ments to the original denotation, so that an expressionpatyvhen evaluated underis now
treated aga, 1), wherea is the type of variable assignments. A trdcéenotes the function
of type (a,€) mapping each assignmegto the individualg(i): (29). A constituent with no
unbound index, like the verkawin (30), denotes a constant function.

(29) t; :: (a,€) (30) saw:: (a,(e (et)))
g1+ u(i) g1 — AXAY.y saw X
g2 — 92(i) g2 — AXAY.y saw X
93— gs(i) g3 — AXAY.y saw X

Poesio (1996) proposes that, when using set of alternatitesse assignment-sensitive deno-
tations like the ones above. This way, it is possible to masiggaments part of each element
of the set of alternatives. That is, it is possible to havegieeral type/(a, 1) ,t) with the set
layer as the outermost and the assignment layer inside. flglgeneral type template, the
Funtional Application rule (31) is used and the PA-rule (82h be defined:

2Kratzer & Shimoyama (2002) are aware that their PA-rule poes a larger set of alternatives than expected,
but they do not realize that this problematic.
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(31) Assignment-sensitive FA-rule: (32) PA-rule by Poesio:
{Ag.f(9(x(9) : f € [BIA xe [v]V} {AgAxf(g) - f e [BIV}
((a1,)t) ((a(eT).t)
B V™ A B

{@(otnt)  ((&o)t) ((@T,)t)

This PA-rule outputs the correct typéa, (e, 1)) ,t) and generates a set that contains only uni-
form properties, as can be seen in the semantic computati@3):

(33) nobodyA; [Whojn-situ Sawt;]

a. [saw]M = {Ag.AxAy.y sawx}

b. [6]= {Ag.g(i)}

c. [saw M= {AgAy.ysawg(i)}

d. [whgM={Ag.x:xe D¢} = {Ag. Alice, Ag. Barbara Ag. Caroll }

e. [who saw{f]M = {Ag. Alice sawg(i), Ag. Barbara savg(i), Ag. Caroll sawg(i)}
f.  [Ai who saw {JM

= {Ag.Ax. Alice sawg¥/! (i), Ag.Ax. Barbara savg*/'(i),Ag.Ax. Caroll sawg*/ (i) }
= {Ag.Ax. Alice sawx, Ag.Ax. Barbara saw, Ag.Ax. Caroll sawx}

g. [nobody™ = {AgAQ.~3X(Q(X)]}

h. [nobodyAi who sawt;]M
= {Ag.—3x[ Alice sawx|, Ag.—3x[ Barbara saw], Ag.—3x[ Caroll sawx|}

While Poesio’s (1996) PA-rule circumvents Problem 1, Si#094) points out a second prob-
lem for Kratzer and Shimoyama’s PA-rule which also appleBdesio’s. The problem, which
we will call Problem 2, arises when we need to bind a varidide $its inside avh-phrase:

(34) a. Which mapnsold which of hig paintings?

In this example, for each man, the set of his paintings i®diffit. So, for instance, Picasso’s
paintings are “Guernica” and “Three Musicians” and Veléezj paintings are “The Surrender
of Breda” and “Las Meninas”. This means that, intuitivelye tvh-phrase has to denote the set
of paintings{“Guernica”, “Three Musiciansf whenhis is interpreted as Picasso and the set
{“The Surrender of Breda”,“Las Meninasihenhis is interpreted as Velazquez. More specif-
ically, it seems that the denotation of the constituent bddw ther-abstract in (35-a) should
assign to Picasso the set of propositigiscasso sold “Guernica’, Picasso sold “Three Musi-
cians”} and to Velazquez the set of propositiofigelazquez sold “The Surrender of Breda”,
Velazquez sold “Las Meninad! But this is the function (35-b), which has the problematic

type (e(t,t)) again.

(35) a. Which man j; tj sold which of hig paintings ]
b. Ax. {xsoldy:yis a painting of}

Additionally, binding into thevh-phrase and QRing an NP can take place in the same sentence,
as in (36). This means that the type, 1) ,t) needed for QR and the problematic ty{egt,t))
needed for binding into theth-phrase would have to be interleaved, as sketched in (36):
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(36) a. Which mantold nobody about which of higaintings?
b. Which mam; nobody [A; t; told t; about which of hispaintings } e 1)
c. {Ay.g(i) toldy aboutz: zis a painting ofg(i) }
d. Which man [Aj nobodyA; t; told tj about which of hispaintings Je(r )
e. Ax. {xtold nobody abouz: zis a painting ofx}

Unfortunately it is not possible with Poesio’s (1996) ammio to deal with these cases, as his
approach tries deliberately to avoid the problematic tigér,t)).

To sum up so far, we need an alternative-friendly Predicégrction rule that will generate a
set of functions: typé(e, 1) ,t) . The naive approach produces the wrong type. The PA-rule by
Hagstrom and by Kratzer and Shimoyama produces the cogebut overgenerates alterna-
tives and produces ungrammatical readings (Problem 1).PRarile by Poesio produces the
correct type and avoids Problem 1, but it is not able to detid @amples where theabstract
binds into awvh-phrase (Problem 2).

In the next section, we develop a solution to Problem 2 withaesio’'s approach by treating
wh-phrases as definite descriptions.

5 Proposal: Whphrases as definites

Rullmann and Beck (1997) note that-phrases project existence presuppositions the way def-
inite descriptions do. Consider the definite M unicorn which triggers the presupposition
that a unicorn exists, and the examples in (37). When théhdRinicornis embedded under

a presupposition hole likknow as in (37-a), the NP’s existence presupposition is prefect
up. As a result, (37-a) presupposes that a unicorn existenvitie NP is embedded under a
presupposition filter likehink, the presupposition projects up but modified in a particwiay:
(37-b) presupposes that Bill believes that a unicorn exi®tslmann and Beck (1997) note that
the same pattern is found h-phrases: (38-a) presupposes that a unicorn exists anbl) (38-
presupposes that Bill believes that a unicorn exsts.

(37) a. Bill knowsyo e he caught the unicorn.
b. Bill thinkspy he caught the unicorn.

(38) a. Which unicorn did Bill knowo, g he caught?
b. Which unicorn did Bill think yg he caught?

Rullmann and Beck (1997) propose to leaviephrases in their base position and treat them
semantically as definites. This is exemplified in (40), whikparallel to the definite (39). In
their approach, the indeéxon thewh-phrase is later bound by the question operatordn C

(39) [the man SafM9 = the Qy. man(w)(y)A y=Sam)

(40) [which man]™9 = the Qy. man(w)(y) A y=x;)

STreatingwh-phrases as definites in base position also allows to genémtenendijk and Stokhof's (1984) de
dicto reading and solves Reinhart’s (1992) “Donald Ducldipem. Note that Rullmann & Beck’s presupposition-
ality of which-phrases is different from the partitive presuppositio®itinked which-phrases (e.gwhich unicorn
as “which unicorn out of a salient set of unicorns”), andsthitican in principle be extended whatphrases.
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Our proposal is to combine the general tye, 1) ,t) and the PA-rule in Poesio’s (1996) ap-
proach with Rullmann and Beck’s (1997) insight wh-phrases. Instead of denoting a set of
assignment-sensitive name-like denotations, as in (4dprnepose that wh-phrase denotes a

set of assignment-sensitive definite description-likeoti&tions, as in (42).

(41) [whdM={Ag.x:x € De} =eg {Ag. Alice ,Ag. Barbara Ag. Caroll }

(42) [whgM = {Ag.i1x[ persorix) Ax = V] : v € De}
Zeg {Ag.IX[ persorix) Ax = Alice ],Ag.1x[ persor{x) Ax = Barbara|,
Ag.1x[ persorfx) Ax = Caroll |}

This move will ensure that, when thdh-phrase contains a pronoun bound from the outside, the
(a,e)-functions in the set of alternatives will be partial fuets. Consider the denotation of
which of hig paintingsdefined in (43-a) and exemplified in (43-b). Assume, furtt@enthat

A is the painting “Guernica” and B is the painting “Las MersfiaThen, the(a, e)-function
depicted on the left in (43-b) will map an assignmgrtb “Guernica” if g(i)=Picasso, and it
will be undefined otherwise. Similarly, tH@a, €)-function on the right will map an assignment
gto “Las Meninas” ifg(i)=Velazquez, and it will be undefined otherwise. In otherdgothe
Hamblin set will contain as manig, e)-functions as there are individualsin. But those func-
tions will be partial and they will output an individual onlyhen that individual is a painting

of g(i)’s.
(43) [which of hig paintingg™
a. ={Ag.lv paint-of(v,g(i)) A\Vv=12 : z€ D¢}

b. ~eg. g1 — v[paint-ofiv,g1(i)) Av=A] | | g1 — 1v[paint-ofv,g1(i)) Av=B]
g2 — v[paint-ofiv,ga(i)) Av=A] | | g2 — 1v[paint-of(v,gz(i)) Av=B]
g3 — Iv[paint-of(v,g3(i)) Av=A] | | g3 — 1v[paint-of(v,g3(i)) Av=B]

The semantic computation of (34) is spelled out below. Teedtep shows that all Hamblin
alternatives arising fromvhich of hig paintingsare combined with all Hamblin alternatives
arising fromwhich man But, since the final assignment-sensitive propositioegartial func-
tions, the combinations where a painter is not paired wite ohhis own paintings yield a
presupposition failure (marked as #). That is, only answe(84) that link a painter with one
of his own paintings are felicitous (and, hence, true orefald his way, we capture the intu-
ition discussed by Shan that, for a given painter, we can fatigitously choose among that
painter’s paintings.

(44) Which man\; t; sold which of hig paintings?

CP
W(>\
| Ai VP
which man T~
tj v/
/\
\Y WhP
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g2 — AXAY.y soldx

(45) a. [VIM= [T[g; — AxAy.y soldx
g3 — AXAy.y soldx

g2 — Ay.y soldivipaint-ofiv,gz(i)) Av = A]

g2 — Ay.y soldiv]paint-of(v,gz(i)) Av = B]

b. [vM= Fl — Ay.y soldiv[paint-ofv, gy (i)) AV = A}] Fl — Ay.y soldv[paint-ofv, gy (i)) AV = B}]

g3 — Ay.y soldivipaint-of(v,g3(i)) Av = A]

|

C. [[ti“M: 10—791(
g2 — Ooi

g3 — ga(i

)
)
)
d. IVPIM= (Tgy — ga(i)
g2 — 02(i) soldiv[paint-of(v,g(i)) Av=A]
g3 — g3(i) soldiv[paint-of(v,gs(i)) Av=A]

e. [NVP]V=

gl — gV (i) soldivipaint-oftv, g (i) Av =

A
g2 — Axgy ' (i) soldiv[paint-of(v, g3 (i) Av = ]
gz — Ax.gY' (i) soldivpaint-ofv,g¥ (i) Av=A

gl»—>}\x.g’{/ i) soldv|paint-of(v,g;’ i =B
v=B|

gsn—>)\x.g)3(/ii soldiv[paint-of(v, g3 i))Av=H]

g2 — Ax.g¥ (i) soldiv[paint-ofv, g2 /i

(i) (i)
(i) (i)
(i) (i)
(i) ' /i) A
(i) (i)
(i) (i)

g2 — Ax.x soldiv[paint-of(v,x) Av = A]

i) soldiv]paint-of{v, gy (i)) Av = A]] {gl — g1 (i) soldiv[paint-of(v,g1 (i) Av= B}]
)
)
)
JA
A
)

g2 — Ax.x soldiv[paint-of(v,x) Av = B]

Thatis: {gl — Ax.x soldv]paint-of(v, x) Av = A}] {gl — Ax.x soldv]paint-of(v,x) Av = B]]

g3 — Ax.x soldiv[paint-of(v,x) Av = A]

g2 — 1Zlman(z) A z= Picassp| | gz — 1Zlman(z) Az= Velazque}

f. [whAM= 01 — 1Zlman(z) Az= Picassp| | g1 — 1zl[man(z) A z= VelazqueZ
g3 — 1Zlman(z) A z= Picassp| | g3 — 1zZlman(z) Az= Velazque}

g. [CPIM= ([g; — 1zZman(z) Az= Picassbsoldiv]paint-ofy, 1z
g2 — 1Zlman(z) A z= Picassbdsoldiv[paint-of(v,1zZimanz) A z= Picassd)

[ an(z) Az= Picasst)
[

|93 — 1ZIman(z) Az= Picasspsoldiv[paint-of(v,1Zjman(z) A z= Picass¢)
[
[

A
AV
AV
AV

m
[
[
(91 — 1Zlman(z) A z= Picassbsold1v]paint-of v, 1Zjman(z) A z= Picassd)
g2 — 1Zlman(z) A z= Picassbpsoldiv]paint-of(v,1zZlman(z) A z= Picassp) Av
[

(91 — 1Zlman(z) A z= Velazquez sold1v]paint-of(v, 1Zman(z

~

02 — 1Zlman(z) A z= Velazque} soldiv]paint-ofv,1zlman(z
93 — 1Zlman(z) A z= VelazqueZ soldiv|paint-of(v,1zimanz

=

~

g2 — 1Zlman(z) A z= Velazquez soldivpaint-of(v,1zjman(z
|93 — 1Zlman(2) A z= VelazqueZz soldiv[paint-of(v, 1Zman(z

~

[
[
[
[
[
[
[
[
[
[
[
[

[ [
[ [
[ [
g1 — 1Zlman(z) A z= Velazquek soldiv]paint-ofv,1zlman(z
| [
| [

~

\Y

Nz = Velazque?)
Nz = Velazque?)
Nz = Velazque?)

Nz = \Velazque?)
Nz = Velazquey)
Nz = Velazque?)

=A
=A
=A

v=BJ#
v= B}#]

|93 — 1Zlman(2) A z= Picasspsoldiv]paint-of(v,1zZman(z) A z= Picassf) A v = BJ#

g3 — Ax.x soldiv[paint-of(v,x) Av = B]

AV
AV
AV
AV
AV
AV

g3 — Ay.y soldiv]paint-of(v,g3(i)) Av = B]

g2 — 0o(i) soldivpaint-ofv,gz(i)) Av = B]
g3 — g3(i) soldivpaint-ofv,gs(i)) Av=B]

= A#
= Al#
= Al#

=B
=B]
=B

UJUJ

This move also allows us to compute the cases like (36) that £004) intuitively diagnosed
as interleaving types. Poesio’s (1996) general tipet) ,t) is kept throughout the derivation
(47), and bothh-abstracts A; undernobodyandA; underwhich man- give rise to denota-
tions of type((a, (e,t)),t). We do not need the problematic type (t,t)) and types are not

interleaved.



MOVEMENT, VARIABLES AND HAMBLIN ALTERNATIVES 333

(46) Which mantold nobody about which of hispaintings?

IP
whicrﬁ>\
Ai IP
nob§>\
)\j VP
/\
tj v/
/\
\4 WhP
/\ I‘\
tell-about tj which of hig paintings

(47) a. [t tell't; about which of hispaintingg™
= {Ag.g(i) tellsg(j) aboutix] paint-of(x,g(i)) AX=V] : v € D¢}
b. [Aj ti tell t; about which of hispaintingg™
= {Ag.Aue.g¥ 1 (i) tells g*/1(j) aboutx[ paint-of(x, g% (i)) Ax=V] : v € D¢}
= {AgAUe.g¥/ (i) tells u aboutx] paint-of (x,g%1(i)) Ax=V] : v € D¢}

c. [nobodyM = {Ag.AQ.-3[Q(u)]}

d. [nobodyA; t tell t; about which of hispaintingg™
= {Ag.~3u[g"(i) tells u abouttx[ paint-of(x,g*1 (i)) AX=V]] : v € De}

e. [\ nobody)| t; tell t; about which of hispaintingg™
= {AgAWe.—3u[g"/1V/1(i) tells u aboutx[paint-of(x,g"/""/1 (i)) Ax=V]] : v € De}
= {Ag.AWe.~3ulw tells u aboutx[paint-of(x,w) AX = V]| : v € De}

f.  [which mafiM = {Ag.ty[mars(y) Ay = 7] : z€ De}

g. [which man\; nobodyA; t tell tj about which of hispaintingg™

={Ag.—~3ufty[ man(y) Ay = Z| tells u aboutx[paint-of(x, ty[manly) Ay = 7)) Ax=V|]
:VE DeAzE De}

In sum, using the Poesio’s (1996) general ty@ 1) ,t) (as opposed to Shan’s (2004) type
(a,(1,t))), we can use an alternative-friendly PA-rule that genertiie correct set of alterna-
tives. No spurious functional or pair-list readings aredormed, hence circumventing Problem
1.4 To this, we add Rullmann and Beck’s (1997) treatmenwvbfphrases as underlying defi-
nites. This allows us to bind intowah-phrase while keeping the same general type throughout
the derivation, thus avoiding Problem 2.

6 Extensions: Free Choice and Focus

As mentioned above, Hamblin sets of alternatives have biseruaed to model the behaviour
of free choice indefinites and focus. In this section, weflyrieonsider how the analysis

pursued in the present paper applies to these two phenomena.

Kratzer and Shimoyama (2002) propose that free choice K@&lermarirgendeinen Studen-

tenin (48) are interpreted as introducing a (widened) set afestts, as in (49). The semantic
computation proceeds as usual until the relevant operstemdountered, e.g. the modann

4For genuine functional and pair-list readings, see the rgige
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‘can’ in (48). We note that there exist examples where we tedxnd into a free choice in-
definite, that is, examples with the problematic configoratiescribed in Problem 2: e.g., in
(50), the set of professors intuitively varies with the sti$. To circumvent the problem, one
would need to treat free choice indefinites as underlgefinites as in (51).

(48) HanskannirgendeinerStudenterbesuchen.
Hanscan anyone  student visit.
‘Hans can visit any student.’

(49) [irgendein Studefjt*9 = {x: x is a student iw}

(50) a. John can introduce any studeatany professor of his
b. LF: Can [ any student; John introduceg to any professor of hjg

(51) [any professor of hjg™9 = {Ag.ly[professor-ofy,g(i)) Ay =V] : v € De}

As for focus, Rooth (1985) proposes that a focused elemeark@d in capitals) of typehas as

its focus semantic value the set,ds exemplified in (52)-(53). Can we find examples of bind-
ing into a focused XP? Jacobson (2004) gives examples lKegld argues that, intuitively,
they seem to involve functions into sets of alternatives,the problematic typée, (t,t)).

(52) John only introduced MARY to Sue.
(53) [MARY]={Ag.x:xe D¢}

(54) a. Every third grade boy loves Mafiger; and every FOURTH grade boy loves himSELF
b. Every third grade boy loves himself and every FOURTH gilaaleloves HIMself.

These examples can be captured in the approach pursuedaretent paper without resorting
to the problematic type. Consider first (54-a). To captueeitkended contrast betwestary;

/ her; andhimSELF, we propose the LF in (55), with focus on the entire pronoutuiing
its index. This would give us the ordinary semantic value56-4) and the focus semantic
value in (56-b). A member of this focus semantic value is thapgpsition expressed by the
first conjunctEvery third grade boy loves herThus, Rooth’s (1985) focus felicity condition
is satisfied.

(55) LF:...[every FOURTH grade boy; t; loves [himSELKrocus]-

(56) a. Ag.vx[ 4-gr-boy(x) — []™(g*'") loves [t]"(g*")]
b. {Ag.vx[ 4-gr-boy(x) — [t]M(g¥") lovesh(g/')] :h € Dz}

E.g. :{Ag.vx[ 4-gr-boy(x) — [t](g*/") lovesAg'.g'(i)(g¥")] ,

Ag.vx[ 4-gr-boy(x) — [ti]"(g/") lovesAg'.g'(j)(g*")] ,

Ag.vx| 4-gr-boy(x) — [t:]"(g"") lovesAg.g/(k)(g¥")]}

As for (54-b), Sauerland (2000) analyzdtMself underlyingly as a definite description with

focus on part of the descriptive content, as in (57). In taenework used in the present paper,
this would give us the focus semantic value in (58), one ofsehmembers is the proposition

expressed by the first conjurngvery third grade boy loves himself
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(57) LF:...[every FOURTH grade bhoy; t; loves the [FOURTHjocusyear grade boy ptq

(58) {Ag.Vx[ 4-gr-boy(x) — x loves the [Adj year grade] bay] : Adj € D<g7<e’t>>}
E.g. {Ag.VX[ 4-gr-boy (x) — x loves the [third year grade] boy,
Ag.Vx[ 4-gr-boy (x) — x loves the [fourth year grade] boy,
Ag.vX[ 4-gr-boy(x) — x loves the [fifth year grade] bayj, ...}

In sum, Hamblin alternatives arising from free choice intiedis and focus which (appear to)
bind into the set of alternatives can be handled in the ptesmount without resource to the
problematic typde, (1,t)).

7 Conclusion

We have seen that it is not trivial to combine syntactic mosetrand variable binding with
Hamblin alternatives. A naive Predicate Abstraction (PAlerproduces the wrong type
((a, (1,t))). Hagstrom’s (1998) and Kratzer and Shimoyama’s (2002yé-deliver the cor-
rect type but at the expense of overgenerating alternafeslem 1 from Shan (2004)). And
Poesio’s (1996) PA-rule cannot handle cases where a prdnsige thewh-phrase needs to be
bound from the outside (Problem 2 from Shan (2004)).

To circumvent the first problem, we follow Poesio (1996) asé the general typga, 1) ,t)
throughout the derivation, as opposed to Shan’s (2004){de,t)). The new PA-rule outputs
the correct typ€(a, (e, 1)) ,t) without overgenerating alternatives. To solve the secand-p
lem, we borrow an insight from Rullmann and Beck’s (1997) aedtwh-phrases, free choice
indefinites and potentially other constructions giving tis Hamblin alternatives as underlying
definite descriptions. This allows us to maintain Poesib396) general type while producing
sets of alternatives whose felicity is relativized to thedar.

Thus, if we commit ourselves to combining movement and tégidinding with Hamblin
alternatives, we can do it, but we need to do it with caution.

A Genuine functional and pair-list readings

For functional readings like (59-a), we incorporate Endiddth986) skolem functions into our
analysis below and assume Chierchia’s (1993) constraks.pair-list readings like (59-b),
we assume that an absorption mechanism turns the functieadihg into a pair-list reading in
the appropriate configurations (Chierchia, 1993), but wienet spell it out in this paper.

(59) Which relative of hisdoes everybodylike the best?
a. Functional answer: Hisnother.
b. Pair-list answer: Johnny likes his aunt Lilly the bestylRikes his father Martin the
best and Timmy likes his cousin Matt the best.

With Engdahl (1986), we make the following assumptionsst-ia predicate likeelative of
his can be applied to a skolem functidp,e using the semantic rule (60). Second, next to
the trace left by a moved functionalh-phrase, a second index is fed as the argument of the
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function. In our case, since we interpreh-phrases in base position, the extra index is the
sister of the entirevh-phase, as in (61). The abrigded semantic computation é&ngiv(62).

(60) Functional Nirule: [relative of hig 2]M9(f)(w)=1
iff ¥x € Dom(f) [relative of his 2JM9 (f(x))(w) = 1
iff ¥x € Dom(f)[f(x) is a relative of x in W

(61) P
NP/>\
[ Ai VP
everybody /\/
ti \Y
/\
likes NP
/\
WhP pro

Wh@

relative of hig j

o

[which relative of hig j]™
= {Ag.1 f[vx € Dom(f)[
= {Ag.1 f[¥x € Dom(f)|
Ag.Lf[vx e Dom(f)[
Ag.Lf[vx e Dom(f)[
b. [pra]™={Ag.g(i)}

(62)
(x) is a relative of A f =h] : h e Dig¢ A his a natural functioh
(x) is a relative of| A f = hmothed s

(x) is a relative of] A f = hiathed],

(x) is arelative of| A f = haung}

—h —h —h —p

c. [[which relative of higj]pro M
= {Ag.1 f[¥x € Dom(f)[f(X) is a relative o] A f = hmothed (9(i)),
Ag.Lf[Vx € Dom(f)[f(x) is a relative o] A f = hiated (9(1)),
Ag. f[Vx € Dom(f)[f(x) is a relative of] A f = haund(9(i))}

d. [6]™={rg.g(i)}

e. [t likes [which relative of higj] pro ™
= {Ag.g(i) likes1 f[vx € Dom(f)[f(x) is a relative o] A f = hmothed (9(i)),
Ag.g(i) likes1 f[vx € Dom(f)[f(x) is a relative ofk] A f = heatned (9(i)),
Ag.g(i) likest f[vx € Dom(f)[f(x) is a relative o] A f = haun{(g(i))}

f.  [Ai t likes [which relative of higj] pro; JM
= {Ag-\Ue.g"'(i) likes ! f[vVx € Dom( f (g

Ag.AUe.g¥ (i) likes1 f[vx € Dom( f (g i(i))

AgAUe.gYi(i) likes 1 f[v¥x € Dom(f)[f(x) is a relative o] A f = haynd(g/1(i))}

) (i)
i
= {Ag.Aue.u likes1 f[Vx € Dom(f)[f(x) is a relative o] A f = hmothed (U)
)
)

[(x) is a relative o] A f = hmothel
[f(x) is a relative of| A f = hathed
[f

Ag.Aue.u likes 1 f[vx € Dom(f)[f(X) is a relative o] A f = hgathed (U)
Ag.Aue.u likes 1 f[Vx € Dom(f)[f(x) is a relative of] A f = hayn{(u)}
g. [everybodj™ = {Ag.AQ.vu[Q(u)]}
h. [ everybodyhi t; likes [which relative of higj] proj |M
= {Ag.Vululikes 1 f[vx € Dom(f)[f(X) is a relative o] A f = hnothe] (U)]
Ag.Vulu likes1 f[vx € Dom(f)[f(X) is a relative of] A f = htathed] (U)]
Ag.Vululikes1 f[vx € Dom(f)[f(x) is a relative of] A f = haund(U)]}
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