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Abstract. At first glance, Nez Perce looks like a language lacking amyetate of the traditional
mass-count distinction. All Nez Perce nouns behave likecmal count nouns in three ways: all
nouns combine with numerals without an overt measure phaiggPs may host plural features,
and all NPs may host adjectives likegg andsmall | show that Nez Perce nevertheless makes two
countability distinctions in noun semantics. A sums-ba®eainulativity) distinction is revealed

in the interaction of quantifiers with plural; a parts-bagéiisiveness) distinction is revealed in
certain quantity judgments. Both types of evidence invalmplex structures to which language
learners likely have little to no actual exposure. | sugtfest Nez Perce furnishes a poverty of the
stimulus argument in favor of semantic countability distions as a language universal.
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1. Introduction: two semantic countability distinctions

Early work on the semantic basis of the mass-count distinamphasized two distinctive prop-
erties of mass nouns, one concerned with sums and one cedogith parts. The property con-
cerned with sums was introduced by Quine (1960yw@mulativity the property concerned with
parts, as introduced by Cheng (1973), was dulibheidivenesdy Krifka (1989). In general terms:

(1) A noun is cumulative iff it denotes a cumulative predéecat
A predicatep is cumulative iff any sum of parts that ares alsop.

(2) A noun is divisive iff it denotes a divisive predicate.
A predicatep is divisive iff any part of something that jsis alsop.

These properties describe patterns of inferemeger (for instance) is cumulative becauseuifs
water, and is water, theru + b is water. The major explanatory goal for a semantic accofint o
countability distinctions has typically been to conned thipe of inference to the morphosyntactic
differences between the traditional classes of mass amat cauns. These include pluralization,
combination with numerals, choice of quantifiees¢h, many, fewers. much, les and combi-
nation with ‘count adjectives’ (e.gsmal)). Both cumulativity and divisiveness have come in for
their share of critique and controversy in this role. Theuldsas been two kinds of advances.

First, one productive line of work has sought to refine thagbased property in such a way

1Thanks to Kate Davidson, Angelika Kratzer, Manfred KrifBarah Murray, Greg Scontras, audiences at Berkeley,
UCSC, SuB in Tubingen, SULA 8 in Vancouver, the workshop pmactic variation in Bilbao, and at the workshop
on semantic variation in Chicago, for helpful comments amelstions. Florene Davis and Bessie Scott were my Nez
Perce teachers for this project, and I'm very grateful terthe



as to avoid the so-called minimal parts problem. For Chier¢@010), Landman (2011), and
Grimm (2012), for instance, mass denotations may have naingarts (and so are not properly
divisive), but there nevertheless remains a parts-basguey distinctive to mass nouns. Second,
a complementary line of work has investigated the connesti@tween cumulativity, divisiveness
(or alternative parts-based notions), and particular mmaspntactic patterns. Here, a key role
has been played by ‘aggregate’ nouns li&etwear, furnitureandjewelry. Such nouns occupy an
intermediate place between canonical count nouns and mahomass nouns in terms of inference:
they are cumulative, but not divisive (or replacement mgtidNotably, such nouns also occupy an
intermediate place on distributional tests. Like candmtass nouns, they lack plural forms, fail to
combine with numerals directly, and combine wittuchandlessinstead ofmanyandfewer. Yet
like canonical count nouns, they combine with count adyesti{Schwarzschild’s (2011) “stubs”):

(3) a. the small cat/the small furniture
b. *the small water

In addition, as Barner and Snedeker (2005) discuss, aggragans behave like canonical count
nouns in the interpretation of comparative constructidkes (4). The most natural interpretation
of (4a) is numerosity-based: Mary has a greater number sf catgreater number of pieces of
footwear, than Sue does; the mass or volume of Mary and Sesxective possessions does not
matter. By contrast, the dominant interpretation of (4bnisss- or volume-based: Mary has a
greater mass or volume of water than Sue does, without régdrav many portions it comes in.

(4) a. Mary has more cats / footwear than Sue.
b. Mary has more water than Sue.

These two advances together suggest that both sums- asebpadd distinctions have a role to
play in explaining countability. We can retain the idea thriss nouns are distinguished by a
parts-based property without requiring mass denotatioteck minimal partsensu stricto But
we could not adopbnly a parts-based distinction without losing sight of the splesehavior of
aggregate nouns. Aggregate nouns show us that noun denstatianifest not a two-way split,
mass vs. count, but rather a three-way split, with nounsfkéwvearin the middle:

CORE COUNT| AGGREGATE | CORE MASS
e.g.cat e.g.footwear| e.g.water
(a) pluralization v * *
(5) | (b) direct combination with numeral$ v * *
(c) quantifiers many, fewer | much, less much, less
(d) combination with count adjectives v/ v *

(e) comparison based on ... number number volume




The facts summarized in (5) suggest that plural, numeratsgaantifiers are regulated by a sums-
based property (as in Chierchia 1998), whereas count adje@nd comparatives are regulated by
a parts-based property (as in Bale and Barner 2009 and Sréotdld 2011). Accordingly, if we
take the relevant thesis about parts to be divisivenes#htie varieties of noun denotation can be
sets of atoms for nouns likeat, atomic join semilattices for nouns likeotwear and nonatomic
join semilattices for nouns likevater. A picture along these lines is proposed by Doetjes (1897).

2. The question, and a preview of the argument

One consequence of adopting a two-distinction theory ohtathility is a refinement of the ques-
tions to be asked about crosslinguistic variation. The eraestion is not whether a given lan-
guage (or indeed all languages) hélve mass-count distinction, but rather what type(s) of count-
ability distinctions a given language (or indeed all langes) make. We might probe the limits of
crosslinguistic variability by asking a series of existemgiestions. For instance: Are there lan-
guages where no nouns are cumulative? Are there languages aihnouns are equally atomic?

Such questions are of course easier to answer in the affi@than the negative. To give a negative
answer, we must either exhaustively canvass the world@giages, or give a general argument that
languages without countability distinctions cannot beustegl by humans. In the latter case, the
argument turns on the poverty of the stimulus: even wherdfagéh a data set that provides no
major evidence for countability distinctions, learnerseréheless acquire a lexicon that encodes
these distinctions in the semantics of nouns. This type ahgte would suggest that systems
without semantic countability distinctions do not featimehe hypothesis space considered by
children. And if this is so, there cannot be a language witlsemantic countability distinctions.

It is this type of argument to which | aspire in this paper. Mgadission will center on Nez Perce,
a language with no morphosyntactic evidence for a countabliistinction in the obvious places
— numerals, number marking, and count adjectivés| will show that Nez Perce nevertheless
does encode semantidistinction between nouns describing objects (i.e. cormtaouns) and
nouns describing substances (i.e. core mass nouns). Tthenee for this distinction can only
be found in grammatical configurations of a type which is e8ally absent in corpora and daily
conversation. The subtlety of the crucial evidence suggbst the acquisition of semantic count-
ability distinctions in Nez Perce may not be attributablegbyto linguistic experience on the part
of the language learner. Instead, a linguistic universaMslved — one grounded in independently
attested strategies used by learners to acquire the measfingw words.

My argument proceeds as follows. In section 3, | presentthnena faciearguments that all Nez

2Schwarzschild’s (2011) proposal is somewhat similar, ¢fiocouched in an event semantics.

3Nez Perce is a highly endangered Sahaptian language spokdahio, Washington, and Oregon, USA. The data
in this paper were collected over five field trips, 2011-2dddm two native speaker consultants in Lapwai, ID, USA.

4The argument is extended to Yudja, described by Lima (20843eking countability distinctions, in Deal (To
appear). Also discussed there is Mandarin, which makests-pased distinction only (Doetjes, 1997).



Perce nouns have the same type of semantic analysis. Forsthibution of numerals, number
marking, and count adjectives, we will see that all Nez Peames behave like core English count
nouns. In section 4, | propose an analysis of these factsthadrtheless lexically encodes both
parts- and sums-based distinctions between object nouhsuostance nouns. | then present the
evidence that these distinctions are indeed required cioses 5 (sums) and 6 (parts). In section
7 | discuss the availability of this evidence to the learaed conclude.

3. Nez Perce: a language with no countability distinctions?
Contemporary Nez Perce is not a classifier language (Deag)2@ouns may combine with nu-

merals without any overt classifying or measuring expassi he direct combination of an object
NP with a numeral is seen in Nez Perce examples$ (6).

(6) a. mitaanicka’niicka’ b. naagdimeeq’iswalc
three strawberry one big knife
3 strawberries 1 big knife

This behavior is familiar for object nouns in non-classifa@rguages. By contrast, in familiar non-
classifier languages, substance nouns may combine withralswirectly iff the noun is coerced
into countability — that is, iff it is interpreted as a profyeof subkinds of the stuff present in
the substance denotation (sorting), or as a property oferdionally packaged units of the stuff
present in the substance denotation (packaging). Thenm ext@nsive literature on coercion of
both types (e.g. Pelletier and Schubert (2003), Grimm (2833%.3), and references there).

In Nez Perce, the combination of substance nouns with nusisry outward appearances just
as direct as for object nouns; however, this combinatiors sae depend on any familiar type of
coercion. In (7a),itx ‘clay’ combines with a numeral, and the interpretation imes counting
two portions of clay. Both are of the same type of clay, andheeiis a conventional package.
Compare, in this context, English (7b).

(7) a. (Speaker is toying with two nearly identical piecesvbfte modeling clay.)
'Ee wee-s lepit it X, kii kaayoX.
2SG.CLITIC havePREStwo clay, DEM andDEM.
You have two pieces of clay, this one and that one.

b. # You have two clay(s).

5The following abbreviations are used in glossessLOC cislocative,cCOMP comparative pEM demonstrative,
GEN genitive, HUM human,IMPER imperative,p perfect/perfective aspect (see Deal 201@2:3), pL plural, PRES
present tenseREM.PAST remote past tenssG singular, 2/1 2nd person subject and 1st person object potgau
agreement, SUBJ3rd person subject agreement.



Likewise, in (8a) and (9a)tuutnin’ ‘flour’ and kike't ‘blood’ combine with numerals, and the
interpretation involves counting by piles or drops of thesance. Compare (8b) and (9b).

(8) a. (Describing a photograph of a pile of flour on a table)
Naaqchimeeq’is XayXayX tuutnin’ hii-we-s.
one big white  flour  3suBXbePRES
There’s one big pile of white flour.

b. # There’s one big white flour.
(Discussing a nosebleed)

Lepit kike't hi-sew-n-e.

two blood 3suBsfall-P-REM.PAST
Two drops of blood fell.

b. # Two blood(s) fell.

(9)

o

These data show that it is possible to count substances ifPBiee by the portions the substance
occurs in, even when these portions do not represent distiftokinds and do not correspond to
conventional packages. The pattern holds for substancesiols types, including flexible solids
(clay), powders (flour), and liquids (blood).

We turn now to number marking. Like many languages, Nez Rear&s plural not just on nouns
but also on nominal modifiers and verbs. That is, it is a lagguaith number agreement and
number concord. Compare singular (10a) to plural (10b)revpiural is marked on four different
lexical items (bolded).

(10) a. Yox kuhet'aayat hii-we-s ‘eemti.
DEM tall woman3suBXbePRESoutside
That tall woman is outside.
b. YoX-me ki-kuhetha-"aayat hi-w-s-ix ‘'eemti.
DEM-PL PL-tall PL-woman3suB*bePRESPL outside
Those tall women are outside.

Following Sauerland (2003), | will assume that at most ané feature is semantically interpreted
per plural nominal, even though plural may be exponed meltimes® Following Ritter (1991)
and many others, | assume that this single] [feature originates on a functional head in the
nominal projection. The syntax and LF structures | adopttiersubjects of (10a,b), respectively,
are shown in (11a,b). (The absence oPa][feature on Num is indicated with a dash.)

5The precise conditions on this multiple exponence are ezdlm Deal 2016.



(11) a. [yox‘that [ Num: - [ kuhet'tall 'aayat‘woman’]]]
b. [yokx‘that [ Num:[PL] [ kuhet'tall ’'aayat‘woman’]]]

From this perspective, information about the pldoaim of the nounper seis not available to the
semantics. Morphological form is a PF matter, determineal RF component of grammar. This
means we must recast the traditional idea that a noun’s mgaletermines whether it has a plural
form. What a noun’s meaning determines is whether or not i otaoccur with a plural Num
head in its nominal projection. When a noun co-occurs wittuegbNum head, adL] feature is
present for interpretation at LF and potentially at PF ad.wel

On the assumption that plurality is a feature of nominalgebpns, rather than nouns themselves,
there is no particular reason to limit our attentiomtmunmorphology when we seek PF evidence
for the presence offL] in a particular language. A plural affix on a noun furnisheg ¢ype of

evidence that the nominal containsra] feature, but so does a plural affix on a nominal modifier.

In Nez Perce, the morphology of nouns themselves provesittirdiagnostic for L] features in
view of an interaction between number marking and animaeyndgr). | have shown elsewhere
that plural marking on nouns in this language is tightly ¢oaised by animacy (Deal, 2016). The
nouns that show plural marking all belong to the human clagsttern that is crosslinguistically
common’ A representative selection of nouns with morphologicatallfiorms is given in Deal
2016: (33); these includaayat ‘woman’, haama'man’, teeq’is‘elder’. In nominals headed by
these nouns, noun morphology provides evidence regardengresence of[L] on Num. Nouns
outside the human class, however, do not possess plurasformnominals headed by nouns
like picpic ‘cat’, 'imes ‘deer’, piswe‘rock’, timaanit‘apple’, or kuus‘water’, noun morphology
provides no evidence regardineL] on Num. We must look for evidence of a different type.

This evidence comes from adjective inflection. Many (thonghall) Nez Perce adjectives have
plural forms. Like in many languages, plural marking on atijees uses the same set of affixes
used for plural on nounsrfie he- and reduplicativeCi-; see Deal 2016). Also like in many
languages, both singular and plural forms exist for a rarigel@ctives expected to be inherently
distributive, such aguhet‘tall’, cilpcilp ‘round’, andlimeq’is ‘deep’. Finally, plural adjectives
cannot be used in nominals that are otherwise unambigususiylar. Example (12) features a
human-class nounaayat ‘woman’, which possesses a plural form; when the plural fofrthis
word is not used, the nominal must be singular. In this cdanteplural adjective cannot be used.
Contrast (10b), where the noun form is plural and the pludgaive is acceptable. These facts
together make it clear that adjectives mark a contrast ofaeupnather than (say) distributivity.

’In Nez Perce, the implication does not work in reverse; somman-class nouns lack plurals. Note as well that
Nez Perce plural markers amt encode definiteness along with plurality. See Deal 2016i&mugsion.



(12) Yox kuhet/ *ki-kuhet 'aayat hii-we-s ‘eemti.
DEM tall /*pL-tall womansG 3suBXbePRESoutside
That tall woman is outside.

Plural marking on attributive adjectives is unrestrictgdhe animacy class of the head noun. Plu-
ral adjectives modifying inanimate-class nouns are padrty interesting, as in this case, plural is
expressed morphologicalbnly on the adjective. In (13), the subject is headed by inanirolates
nountaam’am‘egg’, which has no plural form. The form of N itself theredoprovides no evi-
dence about the presence ofa][feature. The plurality of the argument is visible morptmtally
only on the plural adjective, bolded. (Compare Engli$tese deer ranwhere plurality is visible
morphologically only on the demonstrative.)

(13) Himeeq'isitet'es-pe hii-we-s [ ki-kuckuc taam’am].
big bag-in 3suBXbePRES PL-small egg
In the big bag there are little eggs.

This type of data reveals that any Nez Perce argument, degardf animacy, may contairl].

| propose that the LF structure of an inanimate plural nohana an animate plural nominal are
parallel; the difference is at PF only. Compare the LF stmecof the subject of (10b), introduced
above, to the LF structure of the subject of (13):

(14) a. [yox‘that [ Num:[pL] [ kuhettalll ‘’aayat‘woman’ ]]] (10b)
b. [ Num: [PL] [ kuckuc'small taam’am'egqg’]] (13)

With this background, let us turn our focus to plural adjesias a distributional diagnostic for
countability distinctions. Plural adjectives allow us skavhether Nez Perce shows a distinction
within the inanimate class akin to Engligible/tables, blood/*bloodsWhat we find is that NPs
consistently permitfL] in Nez Perce, regardless of whether the head noun is a swest@un or
an object noun. Plural substance NPs describe pluralifiperions of the substance. In (15a),
plural occurs in an NP headed bix ‘mud’; the example introduces a plurality of portions of red
mud. Again, familiar packaging and sorting coercions areimmlved; these portions are of the
same subkind and do not correspond to conventional packages

(15) a. (Discussing road construction)
He-'ilp-e-ilp sitX hii-we-s XuysXuys'iskit-pe.
PL-red mud 3suBXbe-PRESSlippery road-on
There are red muddy spots that are slippery on the road.
b. # Red muds are slippery on the road.



(See Deal (To appear) for further examples.) Overall, one&mow where to look for a distribu-
tional distinction in number marking in Nez Perce — nametyatiributive adjectives — we see that
substance nouns and object nouns behave entirely the same.

So far, in considering numerals and plural, we have constevidence bearing on a sums-based
countability distinction. A parts-based distinction cam dssessed distributionally by looking at
count adjectives. In Nez Perce, count adjectives may coeritoth with substance nouns and with
object nouns.Himeeq'is‘big’, for instance, may combine with substance ndwus‘water’ to
describe a big puddle or portion of water. Compare Nez Pdg&) (o English (17).

(16) a. himeeq'ikuus cf. b. himeeq’ispicpic
big water big cat
(the) big portion of water (the) big cat

(17) # big water

4. A modest proposal

In terms of combination with numerals, the distribution et], and count adjectives, all Nez
Perce nouns behave like English core count nouns. The demsaf English core count nouns
are quantized; they are neither cumulative nor divisivee Possible conclusion, given the facts
of the previous section, is that all nouns in Nez Perce atied#y quantized. Another possibility
is that Nez Perce substance nouns are not inherently qadnbat are subject to a very general
mapping into quantized denotations. In this section | flagitlus latter idea.

| start with the proposal that object nouns in Nez Perce hapeeaial status: they alone denote sets
of atoms in their root form. By ‘root form’ | mean the core opelass lexical representation of the
noun, which may or may not be semantically equivalent to thenrroot once it has combined with
various (perhaps silent) pieces of functional morphologgllowing the practice of Distributed
Morphology, | will indicate noun roots using the symhgl In this notation, my proposal is that
roots like/picpic‘cat’ and/tiim’en’es‘pencil’ have quantized denotations.

In contrast to object nouns, the roots of substance noungtdemote sets of atoms; their deno-
tations are homogeneous (both cumulative and divisiveth@rypothesis, the meanings of core
English count roots and mass roots are (in mereologicaldementical with those of their Nez
Perce counterparts/catand its Nez Perce counterpgrpicpic both have quantized denotations,
whereas/bloodand its Nez Perce counterpgrkike't both have homogeneous denotations.

(18) [+/caf] = [/picpic] = (the characteristic function of) the set of all cat-atoms
(19) [v/blood] = [v/kike't] = (the characteristic function of) the set of all portions tufdal



Pluralization and counting with substance nouns is morabliexn Nez Perce than in English
because Nez Perce allows a more general type of homogenepasitized meaning shift than
English does. The shift that Nez Perce makes available lig pubductive (unlike English pack-
aging and sorting coercions), so there is little cause torckit in the lexical entries of nouns. In
principle, it could be accomplished purely in the semantimponent, by the analogue of a type-
shifting rule; it could alternatively be accomplished i thrdinary compositional semantics with
the help of a silent syntactic piece. | will provide an impkamation of the latter type.

My proposal, then, is that pluralization and counting witibstance nouns involves a silent piece
oy, Which attaches between the core NP and numerl$, pr count adjectives. The role of,

is to map homogeneous denotations to quantized ones. Thgingamust make room for context
sensitivity: 'ipeeX ‘bread’, for instance, can take on a quantized denotatiorsisting of bread
loaves, or one consisting of bread slices.

(20) a. Outofthe blue: ’lin-im wee-s piilept’ipeex.
1SG-GEN havePREsfour bread
(lit. I have four bread.)
ARD: Would you think I have four slices or four loaves?
Speaker: Four loaves.
b. We are making sandwiches and | say: Pii-’ni-m lepit'ipeeX!
2/1-giveCISLOC.IMPER two bread
(lit. Give me two bread!)
ARD: What would you give me?
Speaker: If I heard that, I'd probably figure you wanted dice

Let us then treaty, as introducing a variable over atomization functions AT.mMhimum, an
atomization function must meet two conditions: atoms mustaintiate the property of which they
are an atomization, and no element of an atomization may agueper part which is also an
element of that atomization. (22b) ensures that the atdraizaf any property is quantized.

(21) [an]? = APAx. AT, (P)(x) where AT, = g(n) = the nf* atomization function
(22) Conditions on atomization functions:

a. AT, (P)(x) — P(z)

b. AT, (P)(z) —» —Jyly #ax Ny <z ANAT,(P)(y)]

We will now see how this proposal accounts for combinatidreubstance nouns with numerals,
[PL], and count adjectives. Substance rQdtike’t ‘blood’ combines with a numeral in (9a), re-
peated below along with the LF structure of the substanceimadm(l assume, following Krifka
(1989), that no L] feature is present at LF in nominals with numerals. Morplatal plural as



in two catsresults from PF agreement processes.) Sentence (23ag i taucontext iff there are
at least two elements of the contextually-provided atotivreof bloodthat fell 8

(23) a. Lepitkike't hi-sew-n-e.
two blood3susJifall-P-REM.PAST
Two drops of blood fell.

b. [ lepittwo’ [ Num:— [ «, +/kike't'blood ]]
(24) |{x : AT, (blood)(z) A fell(z)}] > 2

Substance root/sitk ‘mud’ combines with plural in (15a), repeated below alongmthe LF
structure of the substance nominal. (I depict the adjegtiVi@’ilp ‘red’ as attaching below,,, but
this choice is not crucial.) Supposing plural contributé@skls (1983)* operator (simple closure
under sum), the sentence is true iff there is an elementddt, (\z.red(z) A mud(z)) that is
slippery on the road, (26).

(25) a. He-’ilp-e-ilpsitx hii-we-s xuysxuys'iskit-pe.
PL-red mud 3suBJXbe-PRESslippery road-on
There are red muddy spots that are slippery on the road.

b. [ Num:[P] [ «, Vilpilp ‘red /sitk‘'mud’]]
(26) Fy[*AT,(A\x.red(x) Amud(x))(y) A slippery-on-the-roagy)]

Finally, substance roo/kuus‘water’ combines with a count adjective in (16a), again edpd
below with its LF structure. (I ignore the possible defingading here, which presumably results
either from a null D or from am type-shift.)

(27) a. himeeq'ikuus
big water
(the) big portion of water

b. [ +/himeeqishig’ [ «, +/kuus'water]]

We learn from examples likemall furniturethat count adjectives do not require their complements
to be quantizegber se their distinctive property relates strictly to parts,hrat than to sums. For
concreteness, let us suppose that adjectiveshikeeeq’is'big’ lexically presuppose that their
complements’ denotations contain minimal parts, (28). ikénl/ilp’ilp ‘red’ in (25), which in
principle could attach either above or belaw, \/himeeq'isbig’ can only attach above,,, where

its complement denotese. AT, (water)(x). Thus (27b) denotes the property of being big and an
element of the contextually-provided atomizatiomater, (29).

8Note that> in (24) represents the inequality relation, by contrashtorhereological parthood relatieh



(28) [v/big] = [v/himeeq'i§ =
APz : AX[X #DAVx € X[P(x) AN —Tyly #x ANy < x A P(y)]]]. P(2) Abig(z)

(29) Az AT, (water)(z) A big(z)

We have now seen how the results of the previous section camalde compatible with the hy-
pothesis that Nez Perce indeed makes semantic countaliiigctions in its nominal lexicon. On
this hypothesis, Nez Perce nouns come to denote sets of atams distinct ways. Object nouns
are born that way — their roots come from the lexicon alreathntjzed — but substance roots must
usea,. Nouns also come to have cumulative denotations in twondistways. Substance nouns
are born that way — their roots come from the lexicon alreamydgeneous — but object roots must
combine with a semantically interpreterl]. The situation is summarized in table (30).

(30) Denotation is a set of atonjsDenotation is a join semilattice
Substance root #,, Substance root by itself
Object root by itself Object root + pL]

On this approach, the reason that Nez Perce appears to kackantability distinctions is simply

that o, is always inaudible. The complements of numerats] Num, and count adjectives are
all environments in which a nominal denotation must comenftbe left-hand column in (30). It

happens that Nez Perce morphology does not visibly disishghe simplex forms in this column
(object roots) from the complex ones (substance roets)+

It is time now to consider the right-hand column in (30) — tlsduon which crucially features
[PL]. Unlike o,,, [PL] is an element that Nez Perce sometimes makes overt. To ssedifference
emerge between object and substance roots, we need to fimdanfdahe grammar that calls for
cumulative predicates. Object roots should require plaralich cases, but substance roots should
not. Quantificational structures provide the environmbat bears out this prediction.

5. Cumulativity and the quantifier system

Nez Perce has six D-quantifiers. Two of these are universattdiers (the difference between
which is not presently clear); others are translation eajaits of ‘a lot / many / much’, ‘a few / a
little’, ‘how many / how much’, and a partitive ‘somé&’.

'oykala la’am  ’ileXni miil'ac mac tato’s

(31) all; all, a lot a fewl/littte  how many/much  some (of)

SAll quantifiers show a special form for gender concord witm{mAN] nouns, featuring an agreement suffix
which is underlyinglymeor -we. Gender concord with [ftUMAN] nouns is generally optional (see Deal 2016).



All guantifiers combine with all nouns, and (crucially) aliantifiers require cumulative comple-
ments. We will now see that object- and substance-rootsrigeeto cumulative NPs in different
ways. Object roots require(] to be cumulative, but substance roots are simply born cativel.

All quantifiers require their object NP complements to confaL]. Accordingly, nouns that have
plural forms must take those forms when preceded by a quam{i32). Recall that all such nouns
are [fHUMAN]. Plural is also morphologically visible if the NP contaias adjective, as in (33);
the plural form of the adjective is systematically prefdrie [ Q A Ngj.. ] constituents. The
schematic LF structure of these examples is shown in (34er&ly we see a consistent pattern
across the set of object noungL] must be present in the complement of a quantifier.

(32) a. ’'oykal-o ha-'aayat/*’aayat b. ’ilexni ha-ham/*haama
all;-HUM PL-woman/*womanrsG a.lot PL-man/*mansG
all the women a lot of men

(33) a. ’oykala”k’uupnin’/K'i-k'uupnin’ tiim’en’es
all broken / pL-broken  pencil
all broken pencils
b. ’ilekni "tiyaaw’ic/ ti-tiyaw’ic wiksi'likeecet'es
alot “sturdy /PL-sturdy chair
a lot of sturdy chairs

34 [Q [ Num:[pL] [(4/ADJECTIVE) +/OBJECFROOT ]]]

The behavior of substance NPs with quantifiers is sharplyrasting.All quantifiers combine with
substance NPs that do not contgm.]. Here, there is no preference for plural adjectives:

(35) a. 'oykalata’c hipt b. ’ilexni yoosyoodiipip
all; goodfood a.lot Dblue frosting
all good food a lot of blue frosting

The LF structure of these examples contrasts with (34) ikihgca [PL] feature on Num. Num
contains no contentful features in this case:

36) [Q [ Num:— [,/ADJECTIVE ,/SUBSTANCEROOT ]]]

These facts show that what Nez Perce quantifiers requireeaf tomplements is not plurality
but cumulativity. They require object roots to combine wgllaral, but they impose no such re-
guirement on substance roots. The pattern is one familian fjuantifiers in various languages,



including English. It is precisely the contrast betwadiiblood andall cat*(s). Nez Perce presents
a highly generalized version of this pattern, extending alt D-quantifiers.

The data thus far concern whethec] is mandatoryin the complement of a quantifier, not whether
itis merely possible. Should we expeet] to be available in the complement of a quantifier when
the root is a substance noun? Indeed we should, given thatasude roots may freely combine
with «,,. A substance root in combination with, has a non-cumulative denotation, like an object
root on its own. Accordingly, it must combine witkl[] in a quantifier complement.

As expected, we find that substance roots may coexist withip quantifier complements, and

whenever they do, an atomized reading surfaces for theautestnoun. Compare (37), with a
non-plural adjective and a substance noun, to the mininthffgrent (38), where the adjective

is marked plural. In (37), the quantifier is able to combinediy with the NP because the NP
denotation is cumulative. Num contributes no content. 8),(®y contrast, the substance NP
combines withw,,, inducing an atomization ofz.black(z) A fabric(x). The atomized property is

not cumulative and therefore must combine with plural befocombines with the quantifier.

(37) a. ’ileXnicimuuxcimuxsamgq’ayn
a.lot black fabric
a lot of black fabric
b. [Q[ Num:-— [,/cimuuxcimuxblack’ ./samq’aynfabric’ ]]]
c. Q(Az.black(x) A fabric(x))
(38) a. ’ilexnicicmuxcicmuxsamqg’ayn
a.lot PL.black fabric
a lot of pieces of black fabric
b. [Q[ Num:|[pPL] [ «, [+/cimuuxcimuxblack’ /samq’ayrfabric’ ]]]]
c. Q(*AT,[\x.black(z) N fabric(zx)])

The overall empirical picture on combinations of quantffjexdjectives and nouns is summarized
in table (39). LF structures for the three well-formed opsi@re given in (34) (cell B), (36) (cell
C) and (38b) (cell D). The missing cell, cell A, correspormal& F structure (40).

(39) Quantifier, adjective, noun: grammaticality judgnsent

Q A(non-pl) N QA.pIN
. * /
Complement headed by objegt CELL A CELL B
Complement headed by substanrge / v (a-based siructure)
CELL C CELLD




(40) [Q [ Num:— [/ADJECTIVE +/OBJECFROOT ]]] O

Structure (40) is ill-formed because the complement of thendgjfier is not cumulative. The crucial
contrast is between this structure and the minimally d#fér(36) with a substance root. The
contrast is explained by treating object roots as basicalntized and substance roots as basically
cumulative. In sum: Nez Perce has a countability distimctioterms of cumulativity.

6. Divisiveness and quantity comparatives

Recall that comparatives furnish a diagnostic for minimette based on the particular scale in-
volved in the comparison. In English, quantity compariseith nouns likecat andfootwearare
assessed on a scale of numerosity, whereas those with nkemgter are assessed on a scale of
volume. According to Bale and Barner (2009), comparatiies(4) involve a measure function
variabley, relating the set of cats/instances of footwear/portidnsater that Mary has and the
set of cats/instances of footwear/portions of water that Isas. Iff the two sets contain atoms,

is fixed as the numerosity comparison functien. Otherwiseu is contextually determined, and
may be fixed in various contexts as volume comparison, etc.

(41) m,(X)(Y)=1iff X andY are join semi-lattices andz : xz isan atominX}| > {y : y
is an atom inY }|

In Nez Perce, quantity comparatives are formed using thatdiea 'ile Xni ‘a lot’ together with
comparative wordjetu‘-er’.*% A simple example featuring a substance noun is provided2ih (4
(For reasons to become clear, | temporarily withhold a fraedlation.)

(42) A-nm ’uu-s getu ’ileXni kuus B-x.
A-GEN havePREScCOMP a.lot waterB-from

Suppose the measure of comparison for this example is n@ihyerd must have more portions of
water than B does. This suggests that the two sets under c@mpaontain atoms. But how does
the grammar provide these two sets? One possibility is[tftiug ‘water’ contains atoms; the
noun combines directly witQetu 'ilexni ‘more’. On this hypothesis, the atoms used for numerosity
comparison come directly from the root denotation. Anoghessibility is that]/kuug ‘water’ is
homogeneous and the combination of the noun and quantifieedsated by,,; the atoms used
for numerosity comparison come fromy, in combination with the root.

Our investigation of quantifiers and cumulativity has régda method for empirically distinguish-
ing these two hypotheses. We have seen that all Nez Percéfaramequire their complements

0This corresponds straightforwardly to Bresnan’s (1973)odeposition of Englishmore as many/much + -er
Similarly, Nez Perce ‘less’ comparatives featgegu‘-er’ plus miil'ac ‘fewl/little’.



to be cumulative. This holds dfe Xni ‘a lot’; presumably it holds no less of complex quantifier
getu ’ilexni ‘more’. If the complement ofjetu ’ilekni ‘more’ must be cumulative, it cannot sim-
ply consist of a substance root plag. [PL] must be present in the complement of the quantifier
whenevery, is. The two candidate LFs for the relevant portion of (42)thates as shown in (43).
When adjectives are introduced, the result is (44), matctvimat we saw in (37b) and (38b).

(43) a. Hypothesis 1: [ getu ’ilekni ‘more’ [ Num: - [ vkuus'water’ ]]]
b. Hypothesis 2: [ getu ’ilexni‘more’ [ Num: [PL] [ o, +/kuus‘water’ ]]]

44) a. [Q [ Num:- [/ADJECTIVE /SUBSTANCEROOT ]]]
b. [Q [ Num:[P] [«, [+/ADJECTIVE +/SUBSTANCEROOT ]]]]

Structures (44) are empirically distinguishable: the eneg of an adjective makes it possible to
morphologically assess whether or net] is present. In turn, if we know thap[] is present with

a substance root in a quantifier complement, we knowdhas present. We can therefore assess
the hypothesis that numerosity comparison with substaogasrequires;,, by assessing whether
numerosity comparison with substance nouns requires actadj to mark plural.

Here are the predictions, in sum:[if/kuug ‘water’ is atomic (cf.[/furniture]), then numerosity
comparison should be possible in structure (44a). In thigcgire an adjective cannot be marked
plural. (There is nofL] feature to be transferred to the adjective by concord.oifthe other
hand,[/kuug ‘water’ is non-atomic (cf.[\/water]), numerosity comparison should be possible
only in structure (44b). In this structure an adjective mhestmarked plural.

These predictions were tested using the quantity judgmaratdoigm introduced by Barner and
Snedeker (2005). Seven test stimuli were constructedjriegtseven substances named by com-
mon Nez Perce words: dirit(X), flour (tuutnin’), milk (gahag, cloth (samq’ayn, paper {i'rmen’es),
water kuug and sugardicyuuk’iy. Each stimulus showed one side with a larger number of por-
tions and one side with a greater overall volume of substafoe stimuli consisted of photographs
on a wooden surface. Two example stimuli are shown in (45&@ddition to these test items, 10
additional stimuli were constructed, featuring objectbeathan substances. An example is shown
in (45c). The 17 photographs were arranged in pseudo-raizédmrder, varying objects versus
substances as well as the side of the larger object/portion.

(45) Sample photos used in quantity judgment task

]

(a) gahas'milk’ (b) samq’aynfabric’ (c) soxk ‘spoon’




While looking at each picture, Nez Perce speakers provideders to quantity judgment ques-
tions featuring adjectives and nouns. In line with previfimdings, quantity judgments with object
nouns were reliably assessed in terms of number. Recalatf@tA N,;;... ] constituent always
requires the adjective to be plural (table (39)). A questiith an object root is shown in (46) with
the corresponding schematic LF. Comparison in terms of mositg is correctly predicted here
becausd ./ ileeptik’ey] ‘sock’ contains atoms.

(46) Object root condition
a. ’Isii-nm ’uu-s getu ’ilexni ti-ta'’c ’ileeptik’ey?
who-GEN havePRESCOMP a.lot  PL-goodsock?
Who has more good socks?

b. [qgetu’ilexni‘more’ [ Num:[PL] [+/ADJECTIVE +/OBJECFROOT ]]]

When a quantifier's complement is headed by a substance an@aaljective contained in that com-
plement need not be plural (see table (39)). To assess thmecatpof substance root denotations,
the baseline condition, shown in (47), was a plural adjectiendition. (The pluralized adjec-
tive is bolded.) Plural morphology on the adjective indésathe presence oP(]; in a quantifier
complement headed by a substance noun, this requires

(47) Plural adjective / substance root condition
a. ’Isii-nm ’uu-s getu ’ilexni ti-ta'’c gahas?
who-GEN havePRESCOMP a.lot  PL-goodmilk?
Who has more portions of good milk?

b. [getu’ilekni‘more’ [ Num: [PL] [ o, [ /ADJECTIVE +/SUBSTANCEROOT ]]]]

Given thaty,, is present, the complement of the quantifier has atoms iefetétion, and numerosity-
based answers are predicted. This prediction is borne osivers in the plural adjective / sub-
stance noun condition were strictly based on numerositywolame (100% of responses).

To compare Hypotheses 1 and 2 in (43)/(44), the crucial tes¢ ¢s the non-plural adjective /
substance root condition, (48). Here, the absence of ptoogphology on the adjective indicates
the absence offL]. Without [PL], «,, cannot be present in a quantifier complement. Therefore,
the interpretation of the quantity comparison must be basetie denotation of the root alone.

(48) Non-plural adjective / substance root condition
a. ’Isii-nm ’uu-s getu ’ilexni ta'’c gahas?
who-GEN havePRESCOMP a.lot goodmilk?
Who has more good milk?

b. [getu ’ilexni‘more’ [ Num: — [,/ADJECTIVE +/SUBSTANCEROOT ]]]



The finding in this condition contrasts markedly with therpliadjective / substance root condition
(47). Answers in the non-plural adjective / substance roatidion were based strictly on volume,
rather than numerosity (100%). This provides evidencegubstance roots by themselves do not
have denotations that include atoms. That contrasts wjdtbtoots, as shown in (46). The results
are summarized in table (49).

(49) Quantifier, adjective, noun: interpretation of conigam

QA(non-p)N | QA.pIN
Complement headed by objegt n/a (ill-formed) nu(TelS:))er
volume number

Complement headed by substange (48) (47)

The findings should be contrasted with the predictions tlwatldvbe made if all nouns had atomic
denotations in Nez Perce: we would expect numerosity-besegparison across the board. In
actual fact, numerosity comparison somehow becomes uahiewhen the quantity judgment
guestion contains a substance root with a non-plural adgecthe overall conclusion is that Nez
Perce noun roots show a countability distinction in termsiofimal parts.

7. Implications

The subtlety of the evidence for countability distinctiom$Nez Perce raises serious questions for
language acquisition. How exactly do learners arrive ahtjpad denotations for object roots but
homogeneous denotations for substance roots? Must theydeor{and somehow rule out) the
hypothesis that the language they are learning has no dalitytdistinctions at all? The decision
could be made on the basis of linguistic input only if leasnkave sufficient exposure to [Q A
N] constituents. A corpus study of the largest collectioNek Perce texts suggests that learners
may have little to no exposure of this type. Of the 403 quamtfidentified in the corpus, none
occurred in a [Q A N] constituent (Deal To appear).

The alternative hypothesis is that learners do not acqemeastic countability distinctions from
primary linguistic input. The distinctions arise insteaoih basic mechanisms of language acqui-
sition. Soja et al. (1991) and Chierchia (1994) discuss ehar@sm of precisely the relevant type.
To acquire root meaning early in acquisition, children ¢éah the cognitive distinction between
substances and objects. When a new noun describes an tiggatonclude that the extension of
the root consists of atoms of the same type as that objectn\&Inew noun describes a sample of
substance, they conclude that the extension of the rooistertg a homogeneous join semilattice
of stuff of the same kind as that substance. If these stegegendependent oexposure to any
particular language arahrried out priorto the point at which children master the morphosyntax of
countability (as Soja et al.’s experimental findings sugjgésen we expect the resulting semantic
encoding of countability distinctions to be a language arsal.



This final conclusion doesot mean, in Chierchia’s (2010) terms, that “every languagedes
[countability distinctions] in a number of conspicuous ploosyntactic ways.” Nez Perce in fact
shows us that that type of obvious encoding cannot be takegrdoted. The real universal is more
subtle and more interesting. Itis in what nouns mean, netdirin their surface distribution. Only
where we can actually tell apart root semantics from the séiogof roots plus hidden functional
morphology should we expect to see a countability distomctiniversally emerge.
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