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A major objective for longitudinal studies is retaining participants over time. The Millennium Cohort Study
(MCS) is the largest on-going nationally representative birth cohort study of young people in the UK. Seven
waves of data collection took place face-to-face between 2001 and 2019, with no monetary incentives of-
fered. Throughout 2020 to 2021, participants were invited to take part in three web surveys focused on
understanding the effects of the COVID-19 pandemic. In the third web survey, conditional monetary incen-
tives were introduced in the form of a randomised experiment (N = 13,351). Three quarters of the issued
sample were offered a £10 voucher to complete the survey and the remaining proportion were offered no
incentive as usual. Regression analyses were conducted to examine the effect of the incentive on response
rates and various aspects of data quality. The incentive boosted the response rate by 6-percentage points,
from a baseline of 22%, with a smaller incentive effect observed in previous non-respondents. Regarding
data quality, the incentivised group showed slightly lower break-off rates and spent more time completing
the survey. In conclusion, the incentive had a large positive effect on response rates and small positive ef-
fect on some aspects of data quality. Future research should evaluate the effect of incentives in relation to
other modes of data collection and consider alternative strategies to improve response rates for previous
non-respondents, who are considered harder to reach.
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1 Introduction

The Millennium Cohort Study (MCS) is the largest on-go-
ing nationally representative birth cohort study of young
people in the UK. It has followed the lives of 18,818 indi-
viduals born in 2000–02, up to the present day. Nationally
representative birth cohort studies, such as MCS, provide
an optimal resource for observing naturally occurring trends
in population health, economic and social domains, under-
standing changes in inequalities, and identifying pervasive
risk factors and intervention targets.

One of the major challenges for longitudinal studies is
retaining participants over time, as they cannot be replaced
and their loss in any wave can lead to greater cumulative
losses over time (Williams and Brick, 2018; Lepkowski
& Couper, 2002). Declining response rates affect sample
stability and representativeness, increasing the possibility
for non-response bias. Statistical methods, such as inverse
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probability weighting and multiple imputation can partly
correct for non-response bias in survey estimates (Silver-
wood et al., 2021). However, collecting observed data and
retaining participants remains the primary goal in longitu-
dinal studies.

Prior to the COVID-19 pandemic, seven waves of face-
to-face data collection had been conducted in the MCS,
with high engagement and relatively low attrition observed.
The response rate was 72% of the issued sample at baseline
(Plewis et al., 2007), and 74% of the issued sample at the
last major wave at age 17 (Fitzsimons et al., 2020). Dur-
ing the COVID-19 pandemic, three web surveys were con-
ducted at separate timepoints throughout 2020–21, when
participants were aged 19–21 years old. Due to the ex-
ceptional circumstances, the surveys had to be conducted
rapidly and remotely via web, which was the first time that
all participants were invited to complete a survey online.

While web surveys offer a cost-effective way to collect
large amounts of data rapidly (Cornesse et al., 2021), re-
sponse rates are typically much lower than other modes of
data collection (Braekman et al., 2022; Daikeler et al., 2020;
Dillman et al., 2014). Indeed, the first two COVID-19 web
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surveys achieved response rates of 27 and 24% respectively,
which were much lower than those typically achieved face-
to-face. A randomised experiment was conducted in the
third and final web survey, where some participants were
offered a £10 shopping voucher and others were offered
no incentive as usual, in order to evaluate the effect of an
incentive on response rates and data quality.

2 The effect of incentives on response rates

As web surveys tend to achieve much lower response rates
than other modes, incentives are often used to reduce attri-
tion. There is ample evidence of their effectiveness in web
surveys (Goritz, 2006; McMaster et al., 2017), including
evidence of greater effects of incentives in online versus
offline surveys (Goritz, 2006; 2016). For example, a recent
experimental study found that web surveys produced higher
response rates than paper/postal questionnaires in a lon-
gitudinal survey of young adults when conditional ($ 10
voucher) incentives were offered (McMaster et al., 2017).

As evidenced in several meta-analyses and reviews, cash
(or cash-like1) incentives tend to be more effective than gifts
(Singer & Ye, 2013), lotteries (Goritz & Wolff, 2007), char-
ity donations, or loyalty points (Goritz & Neumann, 2016).
Although unconditional incentives, where payment is given
upfront, are generally more effective than conditional incen-
tives, where payment is given upon completion of a survey
(Singer & Ye, 2013), some evidence from longitudinal stud-
ies suggests that the opposite can be true (Castiglioni et al.,
2008; Goritz, 2015; Collins et al., 2000; Coughlin et al.,
2011).

One issue for longitudinal studies is whether incentive-
induced response at one wave impacts response at later
waves. Studies have shown that any conditioning effects
may be positive and enduring over later waves, as even
without repeated incentive payments, their positive effect
on response rates seems to persist (Laurie & Lynn, 2009;
Mack et al., 1998; Scherpenzeel et al., 2002; Castiglioni
et al., 2008; Sundukchi, 1999). For example, Jackle and
Lynn’s (2008) incentive experiment on a postal/telephone
longitudinal study among young adults found a lasting but
diminishing effect of incentives on response at later waves.
More recent research found that offering incentives for early
registration had a positive effect on response rates for the
next several waves of the German Internet Panel (Friedel

1 Cheques, cash or bank transfers are rarely used in the UK; rather,
survey organisations tend to use cash-like incentives with clear mone-
tary value such as high street vouchers, gift cards, or ‘Post Office Pay-
out’ (Nicolaas et al., 2019). Some experimental evidence suggests that
voucher incentives are more akin to gifts than cash (e.g., Becker et al.,
2019), as vouchers can be limited in their use for specific types of prod-
ucts or stores.

et al., 2023). Therefore, as well as examining the effect
of incentives on response rates concurrently, we examined
whether they had any effect on participation at a subsequent
web survey, conducted six months later.

3 Differential effects of incentives

Incentives are sometimes used to engage participants who
may be less likely to take part (Nicolaas & Stratford, 2005;
Knibbs et al., 2018). Incentives have been found to have
stronger effects on sociodemographic groups with typically
lower response propensities, such as males, those from
lower socioeconomic backgrounds, and ethnic minority
groups (Laurie, 2007; Felderer at al., 2018; McGonagle
et al., 2013; Martin et al., 2001; Ryu et al., 2006). For
example, in the UK’s Department for Education spon-
sored omnibus survey of pupils and their parents/carers,
incentives doubled response rates on average, but tripled
response rates for low-income families, as proxied by free
school meal eligibility (Knibbs et al., 2018).

There is also evidence that the effect of incentives can
vary by geographic area, over and above effects explained
by socioeconomic status or civic engagement levels (Hanly
et al., 2014). For example, differential regional effects have
been found in experimental studies in Ireland (Hanly et al.,
2014), the Netherlands (Wetzels et al., 2008), and the US
(Westra et al., 2015).

However, experimental evidence for differential effects
of incentives in longitudinal studies have been some-
what inconsistent, with some studies in the US, UK and
Switzerland finding that incentive effects do not vary by
sociodemographic characteristics (Cabrera-Alvarez and
Lynn, 2023; Lipps et al., 2022; LeClere et al., 2012; Suzer-
Gurtekin et al., 2016; Jackle & Lynn, 2008). Further, ex-
perimental studies from the US Survey of Income and
Program Participation (SIPP) suggest that any differential
effects by subgroup may disappear across waves within
the same study, as incentives were initially effective in
boosting response among Black households and house-
holds in poverty (Mack et al., 1998), but incentives offered
in later waves did not elicit the same differential effects
(Sundukchi, 1999; Westra et al., 2015).

Research suggests that incentives can be effective in con-
verting refusals (Fomby et al., 2016), both within a particu-
lar wave or from previous waves. For example, non-respon-
dents in the large-scale longitudinal World Trade Center
Health Registry (WTCHR) survey, who received an incen-
tive five months into data collection achieved a response
rate 30% higher than those who did not (Yu et al., 2017).
Incentives have also been shown to have a greater effect
on those who refused to take part in a previous wave of
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a longitudinal survey, compared to those who previously
took part (Zagorsky & Rhoton, 2008).

Because previous results were inconsistent and not di-
rectly applicable to our population of interest, it is unclear
whether incentives can be expected to have a differential
effect on subgroups in the MCS, particularly because the
COVID-19 surveys were part of a unique set of additional
surveys administered online between typical waves. Yet, to
build on previous research, we explored whether the incen-
tive had any differential effects according to participants’
sex, ethnicity, country of residence, socioeconomic back-
ground, or whether they had responded to the last major
wave of data collection at age 17 (in 2018–19).

4 Effects of incentives on data quality

In addition to boosting response rates or representativeness
it is also possible that the use of incentives can affect other
measures of data quality such as break-off rates, item non-
response, response to free text items, or survey completion
time. Previous findings are somewhat mixed but encourag-
ing; incentives either have no effect on data quality (Ryu
et al., 2006; Tzamourani & Lynn, 2000; Singer et al., 1999),
or if they do, the effects seem to be positive (Jackle & Lynn,
2008; Stanley et al., 2020).

Several experimental studies have found that incentives
increase survey completeness (Medway & Tourangeau,
2015; McGonagle & Freedman, 2017). For example, in
a longitudinal study of women in the US, incentives
increased the number of items answered (Zogorsky &
Rhoton, 2008). In an experimental study examining item
non-response on earnings questions in the SIPP, those
who received incentives had 1% lower item non-response
than those who did not receive an incentive (Ayromloo &
Wilkin, 2022). Similarly, Singer et al. (2000) found that
incentives of any kind lowered item non-response, although
the effect size was small. However, Yu et al. (2017) found
no effect of incentives on response completeness across
different measures of mental health and post-traumatic
stress among a sample of people directly exposed to the
9/11 terrorist attacks in New York, suggesting that incen-
tives may not always affect item non-response, even to
sensitive questions.

Incentives seem to have small positive effects on other
measures of effort. For example, Singer et al. (1999) found
no effect on the number of words given in open text re-
sponses. Yet, in a web panel survey, those receiving incen-
tives took longer to complete the survey, and showed lower
item non-response (Stanley et al., 2020). Further, in a large
web survey of university students, minimal differences in
straight-lining and item non-response were observed, but
those who received incentives were more likely to com-

plete the survey and take longer in doing so (Cole et al.,
2015).

5 Research aims

Our primary aim was to evaluate the effect of introducing
a conditional incentive (£10 voucher)2 on response rates
in the MCS and to examine differential effects across key
participant characteristics. Our secondary aim was to in-
vestigate whether incentives had any effect on data quality,
including break-off rates, item non-response, straight-lin-
ing, answering a free text question, and survey completion
time. Our final tertiary aim was to examine whether the in-
centive had any lasting effect on response to a further web
survey conducted six months later, in which all participants
were offered the same conditional incentive to take part.

6 Method

6.1 Participants and design

The MCS is an on-going longitudinal study that recruited
18,552 families with babies aged nine months to take part in
the first wave of data collection in the years 2001–03. The
total sample at baseline amounted to 18,818 cohort chil-
dren, including twins and triplets. Recruitment took place
through Child Benefit records using a clustered random
sample design, in order to achieve a diverse and represen-
tative sample of children born in the UK at the turn of the
century (Calderwood et al., 2020; Fitzsimons et al., 2020;
Joshi & Fitzsimons, 2016). Seven major waves of face-to-
face data collection took place between 2001–2019, when
participants were aged 9 months, and 3, 5, 7, 11, 14, and
17 years.

In early 2020, the COVID-19 pandemic resulted in a se-
ries of government enforced lockdowns across the UK, in-
cluding closures of schools, businesses, and non-essential
retail. These unprecedented events had major repercussions
for surveys and data collection. In response to the pandemic,
a cross-cohort series of three web surveys were conducted
with participants in five major longitudinal cohort studies
in the UK including the MCS (Brown et al., 2021).

The first survey (COV-1) was conducted during the first
national lockdown in May 2020, the second survey (COV-
2) was conducted during a national re-opening phase in
September-October 2020, and the third survey (COV-3)
was conducted during a subsequent national lockdown in
February-March 2021. Response rates for the MCS were

2 This is equivalent to about 10.15C or $ 10.20.
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slightly lower at COV-2 (24%) compared to COV-1 (27%).
This was related to the fact that a larger sample were issued
at COV-2 (N = 13,547) compared to COV-1 (N = 9946),
due to the inclusion of postal invitations, whereas COV-1
used email invitation only (meaning that only those who had
previously provided an email address could be included).

6.2 Incentive experiment

An incentive experiment was conducted among MCS par-
ticipants at COV-3. Three quarters (75%) of the issued
sample at COV-3 (N = 13,351)3 were randomly allocated to
a group who were offered a £10 incentive (incentive group),
while the remaining 25% were offered no incentive as usual
(control group). Participants were randomised to the incen-
tive or control group at the family level, so that twins and
triplets4 were allocated to the same arm. MCS parents were
also invited to take part in the survey but were not offered
incentives and were not analysed in the current study.

Participants in the incentive group were notified about
the incentive through survey invitation, which was a shop-
ping voucher that could be redeemed in a wide variety of
online and physical stores. After completing the web survey,
on the final screen, participants received further instructions
on how to claim their voucher (and instructions were also
sent via post or email). Participants could choose either an
electronic ‘love2shop’ or Amazon voucher, or a physical
‘love2shop’ voucher (sent to their home address).

6.3 Mode of data collection

Invitations to participate in the web survey were sent by
post and email (where email addresses were held). Non-
respondents received three email reminders (or one postal
reminder if no email address was held) and two text mes-
sage reminders (where mobile numbers were held). In an
attempt to boost the response rate, COV-3 (unlike COV-1
and COV-2) involved a telephone phase where a subset
of non-respondents was invited to take part via telephone.
Given the short fieldwork period it was not possible to issue
all non-respondents and as such, priority was given to those
who took part in the previous COVID-19 surveys (Brown
et al., 2021).

The incentive experiment continued during telephone
fieldwork, with those who had been randomised to the in-
centive group and who ended up completing by telephone

3 The issued sample was slightly smaller at COV-3 compared to
COV-2 due to participant withdrawal.
4 Triplets were not analysed in the current study due to issues of iden-
tifiability.

receiving the same incentive. A total of 3609 participants
responded by web (27% of the issued sample) and 863
responded by telephone (6% of the issued sample). How-
ever, as allocation to telephone was no longer random, as
it was affected by the initial response to the web survey,
telephone respondents were treated as non-respondents for
the purpose of this ‘intent-to-treat’ analysis.

6.4 Data availability

MCS data are available to download from the UK Data Ser-
vice website for research purposes (https://ukdataservice.ac.
uk/). The paradata used in this study, in particular variables
indicating non-response and survey completion time, are
available on request via the CLS Data Access Committee
(clsdata@ucl.ac.uk).

6.5 Missing data

The main analysis sample (N = 13,328) reflected those who
were issued to COV-3 and had no missing data on any of
the participant characteristics of interest (i.e., sex, ethnic-
ity, UK nation, child poverty, parent level of education).
Although some missing data was observed (n = 23), the
proportions within treatment conditions remained balanced
(i.e., 25% control, 75% incentive), suggesting that little bias
was introduced from excluding missing cases.

6.6 Statistical analyses

Descriptive statistics were explored first to test for any
baseline differences between groups using t-tests. Fol-
lowing this, a series of eight linear probability regression
models were estimated with robust standard errors, to
examine whether the incentive boosted the response rate
(N = 13,328). The first model examined the unadjusted
association between the incentive treatment and the re-
sponse rate. The second model additionally adjusted for
the following participant characteristics: (i) sex (female,
male), (ii) ethnicity (White, other non-White ethnic minor-
ity), (iii) UK nation (England, Scotland, Wales, Northern
Ireland), (iv) childhood poverty (lowest income quintile,
above lowest income quintile), (v) parent’s highest level of
education (university degree or above, lower than univer-
sity degree), and (vi) non-response at the last major wave
of data collection at age 17. Further models (six in total)
were run, testing the interaction between the incentive
treatment and each of the participant characteristics, to test
for differential responsivity to the incentive.

https://ukdataservice.ac.uk/
https://ukdataservice.ac.uk/
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Following this, the association between incentive treat-
ment and various indicators of data quality were investi-
gated on the productive sample of web respondents, con-
trolling for the participant characteristics of interest (N =
3601). Five models were tested on the following data qual-
ity outcomes: (i) survey break-off—indicated by those who
started the survey but did not complete (6%; n = 223),
(ii) item non-response—indicated by those who skipped
a sensitive question on total household income (20%; n =
674), (iii) straight-lining—indicated by those who selected
the same response category on the 3-item social provisions
scale (7%; n = 174), (iv) skipping free text—indicated by
those who skipped a free text question asking about gen-
eral experiences during the pandemic (58%; n = 1958), and
(v) completion time—indicated by the total time taken to
complete the survey in minutes (restricted to >1 & <61min;
mean = 31.14, SD = 11.02). Models 2–5 were restricted to
those who completed the web survey without breaking off
(N = 3378). Straight-lining had fewer observations due to
the way the questionnaire was rooted (N = 2501), and com-
pletion time had fewer observations due to the removal of
extreme values (N = 2688).

Finally, in preparation for MCS wave 8 (at age 23, taking
place in 2023–24), a short web survey was conducted in
Autumn 2021 to gauge participants engagement with the
on-going study, where all participants were offered a £10
voucher conditional upon completion. Although data from
this survey are not deposited, for the purpose of this study,
we compared the response rate to the Autumn web survey
by COV-3 incentive treatment group, using a t-test.

Table 1

Between group differences in participant characteristics (N = 13,328)

Control group Incentive group

% n % n t Std. Err.

Female sex 50 1648 50 4967 –0.15 0.01

White ethnicity 83 2759 81 8082 2.67** 0.01

England 59 1948 63 6253 –4.10*** 0.01

Wales 15 511 14 1401 1.92 0.01

Scotland 12 408 11 1065 2.57** 0.01

Northern Ireland 10 329 9 918 1.21 0.01

Child poverty 23 774 23 2341 –0.18 0.01

Parent higher education 28 920 29 2681 0.94 0.01

Non-response age 17 19 639 20 1956 –0.45 0.01

Total 25 3328 75 10000

Robust standard error (Std. Err.)
*p < 0.05 **p < 0.01 ***p < 0.001

7 Results

7.1 Participant characteristics

Between group differences in participant characteristics
were explored using t-tests (Table 1). Due to the randomi-
sation, we did not expect there to be any group differences,
which was found for the most part (i.e., for sex, child
poverty, parent education, and non-response at age 17).
However, some small group differences were observed,
as a slightly higher proportion of English participants and
ethnic minority participants were in the incentive than the
control group. Conversely, a slightly higher proportion of
Scottish participants were in the control than the incentive
group. However, differences were very minimal and were
controlled for in subsequent analyses.

7.2 Impact of incentive on response rate

Table 2 shows parameter estimates from the following re-
gression models: (i) the unadjusted model, without any co-
variates, (ii) the adjusted model, including covariates, and
(iii) the only interaction model that was significant (i.e., in-
centive treatment by previous non-response at age 17). No
differential (interaction) effects were observed between the
incentive and any of the following participant characteris-
tics: sex, ethnicity, UK nation, child poverty, or parental
education (results not shown).

The unadjusted model showed that there was a signifi-
cant increase in the response rate due to the incentive (B =
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Table 2

Parameter estimates for the effect of the incentive on survey response (N = 13,328)

(i) Unadjusted (ii) Adjusted (iii) Interaction

B Std. Err. B Std. Err. B Std. Err.

Constant 0.22*** 0.01 0.15*** 0.01 0.14*** 0.01

Incentive 0.06*** 0.01 0.07*** 0.01 0.07*** 0.01

Female sex 0.15*** 0.01 0.15*** 0.01

White ethnicity 0.06*** 0.01 0.06*** 0.01

Walesa –0.04*** 0.01 –0.04*** 0.01

Scotlanda 0.00 0.01 0.00 0.01

Northern Irelanda –0.02 0.01 –0.02 0.01

Child poverty –0.08*** 0.01 –0.08*** 0.01

Parent higher education 0.11*** 0.01 0.11*** 0.01

Non-response age 17 –0.26*** 0.01 –0.22*** 0.01

Incentive x Non-response –0.05*** 0.01

Robust standard error (Std. Err.)
a England was the reference category
*p < 0.05 **p < 0.01 ***p < 0.001

0.06, p < 0.001), increasing from 22% in the control group,
to 29% in the incentive group. In the adjusted model, all
covariates were found to predict survey response. Overall,
females were much more likely to respond (B = 0.15, p <
0.001), as were those who had a parent with higher level
of education (B = 0.11, p < 0.001). White participants were
slightly more likely to respond than ethnic minority partic-
ipants (B = 0.06, p < 0.001). Non-respondents at age 17
were much less likely to respond (B = –0.26, p < 0.001), as
were those who had experienced poverty in childhood (B =
–0.08, p < 0.001). Compared to those living in England,
those living in Wales were slightly less likely to respond
(B = –0.04, p < 0.001).

A significant interaction was observed between the in-
centive treatment and previous non-response (B = –0.05,
p < 0.001). Follow-up analyses of the marginal effects re-
vealed that although there was still a boost in response for
previous non-respondents in the incentive relative to con-
trol group (4 vs. 7%), the boost was significantly lower than
that observed for previous respondents (26 vs. 34%).

Sensitivity analyses were conducted by running each of
the interaction models again without including any other
covariates, to examine whether the inclusion of covariates
affected results (results not shown). Results remained the
same in all models, as the only significant interaction was
observed between the incentive treatment and previous non-
response, with a similar effect size (B = –0.04, p = 0.042).
The marginal effects were also similar, with the response
rate increasing in the incentive group from 2.7 to 4% for
previous non-respondents, and from 27.3 to 35% for previ-
ous respondents.

7.3 Incentives and data quality

Analyses were conducted on the productive sample of web
respondents only (N = 3601), to examine whether the incen-
tive had any effect on data quality (Table 3). The incentive
had a small negative effect on survey break-off rates (B =
–0.05, p < 0.001), as participants were slightly less likely to
quit the survey in the incentive compared to control group
(5 vs. 9%). The incentive had a large positive effect on
time taken to complete the survey (B = 5.26, p < 0.001), as
those incentivised spent approximately 5min longer com-
pleting the survey. The incentive had a small positive effect
on skipping the free text question (B = 0.05, p < 0.001), as
participants were slightly more likely to skip this question
in the incentive compared to control group (58 vs. 56%).
The incentive did not have any significant impact on item
non-response nor straight-lining.

7.4 Incentive and later survey participation

To investigate whether the COV-3 incentive treatment had
a lasting impact on later survey participation, we compared
response rates achieved between the two groups in a web
survey conducted six months later (where all participants
were offered a £10 voucher). As shown in Table 4, the
difference in response to the later web survey between those
in the COV-3 incentive group and those in the control group
(33% vs. 33%) was small and not significant (t = –0.54, p =
0.589).
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8 Discussion

Monetary incentives were introduced in the MCS for the
first time, during data collection for the third COVID-19
web survey. A randomised incentive experiment was con-
ducted, where 75% of the issued sample were offered a £10
shopping voucher to participate, while the remaining 25%
were offered no incentive as usual. The incentive boosted
the response rate by 6-percentage points from a baseline
of 22%. In terms of sample size, this incentive boost
amounted to an additional 840 participants,5 which was
not insubstantial. No differential incentive effects were ob-
served for participant’s sex, ethnicity, UK nation, parental
education, nor childhood poverty status. This supported
previous research from longitudinal studies that found little
evidence for differential incentive effects (LeClere et al.,
2012; Suzer-Gurtekin et al., 2016; Jackle & Lynn, 2008),
and provides up-to-date evidence in a large-scale sample
of young people in the UK.

However, it was observed that previous non-respondents
(at the last major wave) showed a lower response to the in-
centive compared to previous respondents. While previous
non-respondents still showed the expected effect of an in-
creased response to the incentive (from 4 to 7%), it was not
as pronounced as observed in previous respondents (from
26 to 34%). This is in contrast to a previous US study that
compared the effect of $ 40 (relative to $ 0) incentives,
offered to non-respondents in a long-standing cohort study,
which found a greater incentive response in non-respondent
cohort members (from 19 to 38%) compared to their family
members (from 71 to 78%), who had previously responded
(Zagorsky & Rhoton, 2008). These differences could be
attributed to the much larger incentive value offered in the
US study, or perhaps because the baseline response rate was
very low in the current study for previous non-respondents.

An incentive value greater than £10 may have yielded
higher response rates, as greater value incentives have typ-
ically shown a higher impact on response (Booker et al.,
2011; Laurie, 2007). However, offering large incentives is
not always feasible or cost-effective (Borsch-Supan et al.,
2013). Some evidence from a review of face-to-face sur-
veys in the US showed only marginally higher response
rates with increasing incentive values (i.e., 1–2% per each
$ 5 increase). This calls into question the benefit of offering
higher value incentives, particularly for large-scale surveys.
There are also cultural norms around incentives and setting
participant expectations to consider. In the UK, an incen-
tive value of £5 or £10 for surveys is typical, while in the
US amounts tend to be much higher (e.g., PSID has offered
incentives ranging from $75–$300) (Nicolaas et al., 2019).

5 Calculation: ((29% of 13,328 = 3812) – (22% of 13,328 = 2972) =
840).

In the interest of cost-effectiveness, many studies use tar-
geted incentives for hard-to-reach participants, with the aim
of reducing non-response bias. Evidence from longitudinal
studies in the US, in which the use of differential incen-
tives is common practice, shows that they effectively bring
in reluctant respondents, decrease non-response bias, and
are cost effective because they are only given to a subsam-
ple of participants (Westra et al., 2015; Singer et al., 2000).
Therefore, the use of targeted incentives or larger incen-
tives for non-respondents could be considered along with
other engagement strategies to increase response rates in
hard-to-reach cohort members. However, the ethical impli-
cations of offering differential incentives needs to be con-
sidered, and failing to offer incentives to previous respon-
dents could have detrimental effects on participant loyalty
(Laurie & Lynn, 2009). Our results suggest that previous
non-respondents may actually show lower responsivity to
certain types of incentives. Therefore, other incentivisation
or engagement strategies may need to be considered.

Leverage-salience theory proposes that different survey
design attributes, including incentives, have different ‘lever-
ages’ for certain groups in their decision to take part. Mon-
etary incentives may work best for those who are less
engaged for other reasons (e.g., low interest in the re-
search topic, or low civic responsibility) (Groves et al.,
2000). This may help to explain the lack of differential
effects found among other sociodemographic groups—as
there may have been further environmental, personal, and/or
survey attributes more important in the decision to take part.
It is difficult to ascertain whether the COVID-19 pandemic,
the timing and frequency of the surveys, or the push-to-web
design may have affected overall response rates or sensitiv-
ity to the incentive. Additional response enhancement and
participant engagement strategies are often used in the MCS
(Brown & Calderwood, 2014; Carpenter & Burton, 2018),
perhaps diminishing the importance of incentives for some
participants in relation to other engagement efforts.

In terms of data quality, the incentive appeared to have
a small positive effect on some outcomes, which was con-
sistent with previous findings (Cole et al., 2015; Stanley

Table 4

Response rates at the COV-3 and later web survey by
incentive group (N = 13,328)

Productive
COV-3

Productive Autumn
web Total issued

Group % n % n n

Control 22 741 33 1086 3328

Incentive 29 2861 33 3314 10000

Table shows proportion (n) productive at each timepoint out of total
issued sample
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et al., 2020). Those in the incentive group showed lower
break-off rates, perhaps because they were being incen-
tivised conditional upon completion. On average, they also
spent longer completing the survey, which could possibly
be related to them feeling a sense of renumeration for their
time spent. However, those in the incentive group were
slightly more likely to skip the free text question at the end,
compared to controls. This may have been because they
were already spending on average 5min longer completing
the survey, bringing their total average survey completion
time to 30min. Given that the survey was advertised as
lasting around 20min, respondents may have felt that their
responses were already sufficient. No association was found
between the incentive treatment and item non-response nor
straight-lining, which was consistent with other findings in
the literature (Singer et al., 1999; Stanley et al., 2020).

Finally, there was no lasting effects of the incentive treat-
ment at COV-3 on participation in a further web survey that
took place six months later, when all participants were of-
fered the same incentive to take part. Going forward, it is
expected that MCS participants will be offered larger cash-
like incentives at all future follow-ups, as a renumeration
for their time and to encourage continued participation in
the study.

8.1 Strengths and limitations

A major strength of the current study was the inclusion of
a large highly powered and nationally representative sample
of young people in the UK, offering new insights into the
effects of incentives on survey response in this generation.
Further, the experimental design and randomisation pro-
cess ensured that the risk of bias from specific sociode-
mographic groups was reduced. However, our preliminary
analyses showed that the groups were not entirely equiva-
lent regarding ethnicity or UK nation, as a slightly higher
proportion of White and English participants were in the
control group, and a slightly higher proportion of Scottish
participants were in the incentive group. However, these
differences were very minimal and were controlled for in
subsequent analyses, thus were very unlikely to have af-
fected results. Further, to increase clarity in our findings, the
small proportion of telephone survey respondents were not
analysed, because the incentive experiment had been im-
plemented initially in the web response phase, and the data
quality indicators observed were contingent on response
mode.

Finally, there were some limitations regarding our mea-
sures of data quality, as we relied on existing variables
within the survey. Household income was used to reflect
a sensitive question, which is typically prone to item non-
response (Angel et al., 2019). However, it is possible that

MCS cohort members were unable to answer this ques-
tion due to lack of knowledge about household finances, as
many respondents lived with their parents. Our measure of
straight-lining was not optimal, because the social provi-
sions scale only contained 3-items, which would not have
required too much effort to complete. Usually, a longer
scale would be used to measure straight-lining, although
was not available in this survey. Finally, the completion
time measure was highly positively skewed, resulting in
the exclusion of extreme values, as some participants took
far longer than 60min to complete the survey, which may
have reflected participants who took long breaks during
completion.

8.2 Conclusions

The near ubiquitous internet-use among young adults cou-
pled with the rapid rise of costs for interviewer-adminis-
tered surveys have meant that large-scale longitudinal sur-
veys are increasingly looking towards moving from inter-
viewer-administered modes to online modes of data collec-
tion (Couper & McGonagle, 2019; Cornesse et al., 2021).
This study contributes to growing evidence that conditional
incentives can be used to increase response rates in web sur-
veys of young adults, with some small positive effects on
data quality, including lower break-off rates and more time
spent completing surveys. However, the observed boost in
response rate from the incentive was relatively modest and
did not achieve nearly as great a response as typical face-to-
face surveys. Future research should continue to examine
the longer-term effects of incentives, evaluate their cost-ef-
fectiveness, and examine how they may interact with other
engagement strategies and data collection modes to increase
response and minimise non-response bias in the MCS and
other longitudinal studies.
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