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Collecting representative data from surveys can be challenging in a survey climate where response rates
are declining and costs are rising, but such data are essential for making valid inferences in social re-
search. These issues can be compounded when conducting cross-national surveys that are repeated over
time. This paper utilises the European Social Survey (ESS) contact form data to explore cross-national
associations with nonresponse over time. Using sample frame data and interviewer observations, a form
of paradata where interviewers record characteristics of the household and its neighbourhood, we construct
representativity indicators (R-indicators) for each country over nine survey rounds and identify variables that
contribute to non-representativeness. We find that interviewer observations produce evidence of non-repre-
sentativeness, even after controlling for frame information, consistently and without large cross-national
variations. In addition, they are stable over time, despite the trend of declining response rates. Consistent
associations with the propensity to respond can be leveraged in several ways in survey practice, and we
discuss how interviewer observations may be utilised in tasks such as fieldwork monitoring, to inform case
prioritisation schemes where units associated with underrepresented characteristics are targeted (including
in adaptive and responsive survey designs), and in post-survey adjustment in repeated cross-national surveys.
These methods may reduce the risk of differential survey errors occurring in such surveys.

Keywords: nonresponse; paradata; R-indicator; 3MC surveys; European Social Survey;
cross-country comparisons

1 Introduction

Multinational, multiregional, and multicultural (3MC) sur-
veys can advance our understanding of cultural differences,
as well as how they change over time. While 3MC sur-
veys are essential for social research, collecting such data
adds new layers of complexity to every facet of the survey
process (Harkness et al. 2010; Johnson et al. 2018; Ly-
berg et al. 2021; Survey Research Center 2016). Inferences
from 3MC surveys rest on the assumption that they are
collected in comparable measurement conditions in each
group, (Johnson 1998; Smith 2018) and failing to do so
can result in differential survey errors, where data collected
in one or more participating countries may be biased to
a greater degree than others (Couper and de Leeuw 2003).
The fact that many cross-national surveys are repeated over
time adds to the complexity because of the implicit assump-
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tion that nonresponse mechanisms are stable over time. As
relates to nonresponse errors, this is difficult to ensure in
the present survey climate where response rates have been
declining in most countries (de Leeuw et al. 2018; Wag-
ner and Stoop 2019). It is therefore essential to examine
whether 3MC survey data suffer from nonresponse errors,
and whether these occur at different rates in participating
countries and/or over time.

In analyses of 3MC survey data, the absence of differ-
ential survey errors is often assumed, without consideration
for the possibility that different selection mechanisms may
be at work in different groups. We have limited evidence to
support the notion that differential nonresponse bias does
not occur due to the scarcity of equivalently measured aux-
iliary variables, as such information can be hard to come by
in 3MC contexts (Lyberg et al. 2021). Auxiliary variables
refer to data present for both respondents and nonrespon-
dents (e.g., from the sampling frame, prior survey rounds,
paradata, and other sources). In this paper we explore the
use of interviewer observations, a form of paradata that
can be collected for both respondents and nonrespondents
(Kreuter 2013; Olson 2013). Given the limited number of

https://doi.org/10.18148/srm/2024.v18i1.8145
https://europeansurveyresearch.org
https://creativecommons.org/licenses/by-nc/4.0/deed.en
https://orcid.org/0000-0003-2176-1215
https://orcid.org/0000-0003-0701-5080


80 HAFSTEINN EINARSSON, ALEXANDRU CERNAT, NATALIE SHLOMO

auxiliary variables available in cross-national surveys, turn-
ing to interviewer observations may be helpful in a range
of survey procedures aiming to improve the representative-
ness of the data, such as fieldwork monitoring, informing
changes to survey design or in post-survey adjustment.

In this paper, we use interviewer observations to model
survey representativeness over time in the European So-
cial Survey (ESS), a repeated, cross-national survey. Our
measures of representativeness are R-indicators, describing
the variation in subgroup response propensities when all
predictors are categorical (Schouten et al. 2009). However,
equivalent R-indicator comparisons means that the same un-
derlying response model, link function and predictors are
required across all countries and over time (Schouten et al.
2012). To this end we will use the ESS Contact Form Data
which registers the outcome of each contact attempt, as well
as a number of other variables, including interviewer obser-
vations. We examine whether this information relates to tar-
get variables in the survey and to survey response. R-indica-
tors are computed separately for each country-round combi-
nation to understand how survey nonresponse affects cross-
country and over time comparisons with respect to rep-
resentativeness. We find that interviewer observations are
associated with nonresponse in most country-round com-
binations and that the strength of this association exceeds
that of sample frame variables. Nevertheless, as they are
strongly associated with both response propensities and tar-
get variables, interviewer observations fail to meet the cri-
teria for informing nonresponse weighting adjustments. We
conclude by discussing implications for survey practice.

2 Background and research questions

2.1 Nonresponse in repeated cross-national surveys

Cross-national survey research is guided by the ‘principle
of equivalence’ (Jowell 1998). This entails pursuing the
highest degree of comparability of survey data, by standar-
dising survey designs across participating countries (Stoop
et al. 2010). To investigate whether differential nonresponse
bias occurs researchers often turn to analysing contact data
(Blom et al. 2010). If contact data are measured under com-
parable conditions, they can be used to investigate whether
differential nonresponse associations occur across countries
or over time.

Meaningful comparisons of representation in cross-
national surveys are challenging, as they depend on the
methodological choices made in participating countries.
Considerable methodological variation can make com-
parisons of traditional survey quality estimates, such as
response rates, unfeasible (Smith 2007, 2018). Allowing

for some cross-national variation, the general trend iden-
tified by the literature indicates that response rates are
falling over time (e.g. Beullens et al. 2018; de Heer 1999;
de Leeuw et al. 2018). However, much less is known re-
garding trends in representativeness, as relates to sample
composition, between countries and over time.

The main challenge that arises when comparing sample
quality in repeated cross-national surveys is that few vari-
ables are measured, let alone made publicly available,
for the full sample (Jabkowski and Cichocki 2019). One
method of studying sample quality involves using internal
criteria, such as the expected 50/50 gender split (Sodeur
1997). This method has been utilized to explain coun-
try variations in unit nonresponse on the gender variable,
highlighting the importance of sample type, as samples
drawn from registers of individual persons tend to pro-
duce more representative samples than other sample types
(Jabkowski and Kołczyńska 2020; Kohler 2007; Menold
2014). Jabkowski and Cichocki (2019) also examine sample
quality by external criteria, where sample distributions from
the ESS are compared to external sources of “gold stan-
dard” data (Groves 2006), such as census, register or high-
quality survey data. However, they discourage external
evaluations relying on survey data, as surveys which em-
ploy rigorous survey methodology are likely to suffer from
correlated error sources.

Other studies on cross-national nonresponse errors have
focused on reluctant respondents and on paradata. Billiet
et al. (2007) found some indications of differences between
co-operative, easy-to-convert, and hard-to-convert respon-
dents in patterns that varied by country, which is indicative
of differential errors. However, extrapolating this informa-
tion to those who refuse participation may be unfeasible.
Billiet et al. (2009) devise several methods for assessing and
adjusting for nonresponse errors using ESS data, including
examinations of bias on interviewer observations as well as
comparing reluctant and cooperative respondents. Kreuter
et al. (2007) explore the use of interviewer observations in
weighting but find the strength of the association too weak
to correct for nonresponse bias. Finally, Stoop et al. (2010)
provides a number of lessons learned on improving sur-
vey response from the first rounds of the ESS. While many
studies have approached the topic of representation cross-
national surveys, there are still many open questions.

2.2 Modelling the representativeness of repeated
cross-national surveys

In recent years, survey research has increasingly moved
from a narrow focus on response rates to indicators of
sample composition or direct proxies of nonresponse bias
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(Wagner 2012). The R-indicator (1; Schouten et al. 2009,
2011, 2012),

R = 1 − 2S.¡/; (1)

is an increasingly popular example of such indicators,
where S(ρ) is the standard deviation of estimated response
propensities ρ, or the related coefficient of variation (CV),
which standardises the variance of response propensities
(Schouten and Shlomo 2017).

R-indicators estimate survey representativeness through
the variation in response propensities across strata formed
by auxiliary variables. By decomposing the influence of
predictors of response, partial R-indicators (or partial CVs)
allow researchers to identify the variables most strongly
associated with non-representativeness and identify strata
which are underrepresented in the responding sample
(Schouten et al. 2011; Shlomo et al. 2012). Here we focus
on unconditional partial R-indicators (PU) by variables,

PU .Xk/ =
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u
t
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X
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nh.¡h − ¡/2 (2)

which measures the variation between response cate-
gories H of variable Xk. Partial R-indicators decompose
the variance of the response propensities and take on
a value between 0 and 0.5, where high partial R-indicators
indicate that the variable is contributing to the lack of
representativeness (Schouten et al. 2011).

In fieldwork, cases can be targeted to improve the rep-
resentativeness as measured by the R-indicators (or CVs).
While this does not necessarily reduce nonresponse bias,
it can reduce the likelihood of worst-case scenarios occur-
ring, as the R-indicator provides an upper bound for the
absolute bias of a sample mean (Maximal Absolute Bias;
MAB; Chun et al. 2018; Roberts et al. 2020; Schouten et al.
2009). However, to accurately estimate MAB, R-indicators
must be correctly specified, by including important predic-
tors of the response indicator (Nishimura et al. 2016). In
cross-national surveys where input harmonisation is priori-
tised, R-indicators can be useful monitoring tools in co-
ordinating data collection and can inform fieldwork inter-
ventions aiming at balancing sample composition.

Identifying auxiliary variables of equivalent quality to
model response propensities can be a daunting task in cross-
national surveys, where the sampling frames can be incom-
patible and other variables may be collected inconsistently.
In such cases it may be useful to turn to paradata recorded
in the process of survey data collection. Examples of para-
data include call records, contact data, interviewer informa-
tion and interviewer observations. Importantly, paradata can
be collected on both respondents and nonrespondents and

can therefore inform fieldwork interventions (Couper 1998;
Kreuter 2013). Paradata can play an important role in data
collection, but quality issues such as missing data, measure-
ment error, and low correlations with outcomes of interest
may reduce their utility (Olson 2013). Therefore, meticu-
lous record keeping of paradata is crucial if they are to be
used to inform fieldwork monitoring and interventions.

2.3 Mechanisms linking interviewer observations on
residential characteristics and nonresponse bias

Interviewer observations contain information about sam-
pled units, e.g. describing the neighbourhood, housing
unit, or contact person, regardless of participation outcome
(Kreuter et al. 2010; Olson 2013). Several surveys collect
information on the characteristics of neighbourhoods, as
these could be useful proxy measures of urbanicity and
population density, which in turn can be associated with
crime rates, general trust, and social cohesion (Groves and
Couper 1998; Kreuter et al. 2007; Olson 2013). There-
fore, they may be particularly relevant in crime surveys
or surveys on educational attainment (Olson 2013). These
variables have been associated with survey participation
(Kreuter et al. 2007), as well as contactability and coop-
eration (Matsuo et al. 2010). Neighbourhood observations
could also function as an indirect measure of socioeco-
nomic status as undesirable neighbourhood characteristics
may be associated with key survey measures like income
and educational attainment.

Similarly, observations on the sampled housing unit are
often collected in surveys. These can include observations
on the condition of the building, whether the structure is
single or multi-unit, and whether barriers to access (e.g.
locked gates, entry phones) are present. These characteris-
tics are often associated with contactability and cooperation
in surveys. In particular, they are often associated with sur-
vey measures on socio-economic status such as income and
home ownership (Olson 2013).

The survey literature provides mixed evidence on the
utility of interviewer observations, as they may be weakly
associated with response propensities and/or survey vari-
ables and can suffer from measurement error. As relates
to representation, on the one hand, Kreuter et al. (2010)
analysed several surveys and found weak correlations be-
tween auxiliary variables (including interviewer observa-
tions such as neighbourhood characteristics from the ESS)
and target variables. Similarly, West et al. (2014) found that
interviewer observations on household income and benefit
status in a longitudinal study were weakly correlated to re-
sponse propensities (due to low attrition rates), and only
slightly improved estimates of key variables when prior-
wave reports on the same features were included. On the
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other hand, Sinibaldi et al. (2014) find that interviewer ob-
servations better predict household income and receipt of
unemployment benefits compared to commercial microdata
from multiple sources (e.g. government records, surveys) on
small areas or households. Similarly, Billiet et al. (2009)
found that interviewer observations from the ESS neigh-
bourhood characteristics form were in many cases related
to response propensities and often correlated with education
levels.

As relates to measurement, while complex interviewer
observations can be hard to validate (West 2013), accuracy
can be improved through training (West and Kreuter 2015,
2018; West and Li 2019) and validating interviewer obser-
vations at low costs through images or online search engines
(Diego-Rosell et al. 2020) and may further improve the re-
liability of interviewer observations. Sinibaldi et al. (2013)
show agreement rates of 97% between interviewer obser-
vations and self-reported census data on a type of housing
unit question, but only 93% for noncontact cases. This sug-
gests that while interviewers can in most cases accurately
observe characteristics such as building type or neighbour-
hood conditions, if these variables are to play a central role
in survey design, further validation would be desirable.

Given the mixed results in terms of data quality and non-
response bias mitigation, it is not evident a priori that in-
terviewer observations are suitable for reducing differential
nonresponse bias in cross-national surveys. However, the
utility of interviewer observations must be balanced with
the limited number of auxiliary variables available for the
full sample. Therefore, if one or more interviewer obser-
vations are related to response propensities, their potential
uses in monitoring and/or informing changes in survey de-
sign should be studied.

2.4 Utilising interviewer observations in repeated
cross-national studies

Interviewer observations may prove useful in a range of
applications when mitigating the detrimental effects of
nonresponse in repeated cross-national surveys. Response
propensity models including these variables can be used as
a tool for centralised fieldwork monitoring (Briceno-Rosas
et al. 2020), where central co-ordinators may alert national
agencies that they run the risk of producing differential
survey errors by underrepresentation in categories of in-
terviewer observations (or other auxiliary variables). Then,
in turn, they can be used at the national level to inform
case prioritisation schemes (Peytchev et al. 2010) during
data collection. Increased focus on these underrepresented
groups may also lead to advancements of targeted methods
for achieving co-operation. Moving from standardised to
targeted approaches may increase co-operation rates with

underrepresented groups (Groves et al. 2000; Lynn 2017).
Using interviewer observations in monitoring fieldwork
cases or targeted approaches in data collection may result
in more balanced responding samples and may reduce
nonresponse bias.

While an association between auxiliary variables and
survey response may be useful on its own, the greatest util-
ity arises when they also correlate with target variables in
the survey. If this correlation does not exist, the increased
variance of weighted survey means will not be matched
with a corresponding reduction in bias (Little and Varti-
varian 2005). However, collecting a balanced response set
can also be a goal on its own, as this reduces variances
due to varying survey weights and produces more efficient
estimates (Zhang 2022; Zhang and Wagner 2022). Auxil-
iary variables can also be used to inform changes to survey
design. Responsive (Groves and Heeringa 2006) and adap-
tive (Schouten et al. 2017; Wagner 2008) survey designs
(RASD) may be considered as a means to reduce nonre-
sponse bias and survey costs. RASDs have not received
much attention in the context of 3MC surveys, as real-time
monitoring data collection and implementing fieldwork in-
terventions is difficult (Lyberg et al. 2021). One example
comes from Beullens et al. (2018), who explored the po-
tential for case prioritisation in the ESS and identified it
as a viable method to reduce nonresponse bias. Neverthe-
less, given the speed of change in survey practice in recent
years, implementing aspects of RASD in 3MC surveys in
the coming years does not seem unfeasible. Should that be
the case, identifying auxiliary variables which can inform
data collection by consistently identifying non-representa-
tiveness is essential.

2.5 Research questions

To be useful in understanding non-response in repeated
cross-national surveys, auxiliary variables, such as in-
terviewer observations, should consistently be related to
response propensities. To examine whether this is the case,
and whether the associations are stable across participating
countries and over time, we model R-indicators using in-
terviewer observations and demographic variables from the
ESS.

RQ1: Can interviewer observations be used in response
propensity models to produce “actionable” R-indicators
for data collection monitoring in the ESS?

R-indicators can be considered “actionable” if they can
inform case prioritisation protocols which improve sample
balance compared to uniform assignment or based solely
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on the demographic variables which are currently used to
create survey weights.

RQ2: Are R-indicators stable between countries and
over time?

As comparisons of survey data between countries and
over time rest on the assumption of equivalent represen-
tativeness, multilevel regression models for change (Singer
and Willett 2003), which predict R-indicator scores are pre-
sented. These models can be used to investigate if there
are systematic trends in R-indicators over time and whether
countries deviate from the average rate of change over time.

3 Data and methods

3.1 Data

The European Social Survey is a cross-national, face-to-
face survey, which has been fielded biennially since 2002,
with new cross-sectional samples for each round. Thirty-
nine countries have participated in at least one round, and
fifteen have participated in all ten rounds (European So-
cial Survey 2023). One benefit of analysing data from the
ESS is its reliance on input harmonisation, which entails
using the same procedures to collect survey data, including
the use of standardised questionnaires, modes, sampling
frames, and fieldwork procedures (Lynn 2003). This strong
focus on sample comparability is accompanied by high
quality survey documentation (Jabkowski 2023; Jabkowski
and Kołczyńska 2020).

Secondary analysis of ESS fieldwork is possible through
the publicly available contact form datasets, which include
detailed outcomes of each contact attempt made during
the fieldwork period (European Social Survey 2021; Stoop
et al. 2003). The ESS sampling units vary by country, with
some sampling individuals and others sampling households
or addresses. Information on nonrespondents is more de-
tailed in countries where individuals are sampled, as the
sample frame contains some unit characteristics, which
cannot be registered for nonrespondents at the contact at-
tempt in household or address based samples (Stoop et al.
2010). Three types of survey weights are produced for the
ESS: design weights (for differential selection probabili-
ties), post-stratification weights (to adjust for nonresponse)
and population size weights to estimate totals. Post-stratifi-
cation weights are calculated using two dimensions; region
and GA/GAE (gender, age, and education) using estimates
from external sources, such as the Labour Force Survey.
While the ESS collects interviewer observations, they are

not presently used to calculate survey weights (Lynn and
Anghelescu 2018).

The ESS contact form data (European Social Survey Eu-
ropean Research Infrastructure (ESS ERIC) 2012a, 2016,
2018a, b, c, d, e, f, g, 2020a) for rounds 1–10 contains a to-
tal of 242 country-round combinations. Data is available for
both respondents and nonrespondents, and variables in the
dataset include: country, round, type of sample, interviewer
information, time, mode and outcome of contact attempts,
information on the sampled unit (age, gender, household
size (only available for individual sample frames)), presence
of a listed telephone number, and interviewer observations.
Variables derived from interviewer observations are quali-
tative assessments made by interviewers at the first contact
attempt which describe characteristics of the residence and
its neighbourhood.

For the purposes of the present analysis, the publicly
available dataset is limited in three important aspects. First,
design weights are not included in the publicly available
contact form data. While design weights can be found
in other ESS datasets for respondents, no information is
available for nonrespondents. Therefore, this analysis is
conducted on unweighted data. High variation in design
weights could affect estimates, but Appendix Table 5 shows
that there is low variation of design weights for respon-
dents, reducing the risk of bias in our estimates based on
unweighted data. Second, the demographic variables in-
cluded are limited to gender and age, and are only available
for nonrespondents where sample frames are individuals
and are sampled in rounds 6–10 (European Social Survey
2021). Finally, not all ineligible categories are represented
by variables in the dataset (e.g. deceased, emigrated), there-
fore our response rates will not perfectly match those in
ESS quality reports (e.g. Beullens et al. 2014, 2015; Wuyts
and Loosveldt 2019). Despite these limitations, the contact
form data is a valuable resource for nonresponse research,
as it allows for full-sample analysis on data collected in
cross-national surveys with equivalent survey designs over
time.

3.2 Measures and Methods

From the onset, the ESS contact forms have included the
Neighbourhood Characteristics form (Stoop et al. 2003;
Wuyts and Loosveldt 2019), which provide the data used in
our analysis. These variables had been theorised to be linked
to survey items on social involvement and trust (Kreuter
et al. 2010). Because we analyse country-rounds separately,
using the original categories results in strata with few cases.
Therefore, we restrict our analysis of interviewer observa-
tions to two dichotomous variables: type of house, where
1 denotes a multi-unit structure, and neighbourhood cha-
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racteristics, where 1 indicates the presence of undesirable
characteristics. The latter is a composite indicator of the
presence of one or more undesirable characteristics: litter,
vandalism or the building being in a bad physical condition.
A fifth interviewer observation variable, barriers to access
(e.g., entry phone), is only available for rounds 5–9 and
is therefore excluded from our analysis. Two demographic
variables, age and gender, are included for countries with
individual sample frames in rounds 6–10. The dependent
variable is an indicator of survey response after ineligi-
bles have been excluded, equivalent to response rate type 1
(AAPOR 2016). An overview of variables included in re-
sponse propensity models (before and after recoding) can
be found in Appendix Table 1.

To assess whether our interviewer observation variables
meet Little and Vartivarian’s (2005) criteria for nonresponse
weighting adjustments, we merge the contact form datasets
to their corresponding survey data of the respondents (Euro-
pean Social Survey European Research Infrastructure (ESS
ERIC) 2012b, 2018h, i, j, k, l, m, 2020b, 2021, 2023) and
conduct t-tests on the relationship between interviewer ob-
servations and three survey variables based on the existing
literature. Kreuter et al. (2010) found relationships between
neighbourhood observations in the ESS round 1 and survey
variables measuring social involvement and general trust
to be too weak for nonresponse adjustment. Here, we pool
data for each country to study associations in the full ESS
dataset. The survey variables examined have been hypothe-
sized to be associated with interviewer observations. These
include a measure of general trust (‘Most people can be
trusted or you can’t be too careful’; 0–10 scale) as well as
two key demographic variables education (in years; 0–60),
and household income deciles (0–10). As we are conducting
multiple comparisons, Bonferroni adjustments are used to
set the relevant α-levels for six comparisons in 36 countries
(α = 0.05 / (6*36) = 0.00023).

A detailed breakdown of test statistics can be found in
Appendix Table 6, showing that a link between interviewer
observations and survey variables can often be established.
What is also evident is that the type of variable matters,
as there is mixed evidence for a relationship between inter-
viewer observations and trust (23 out of 72 comparisons),
but a significant relationship is quite often identified for
education (53 out of 72 comparisons) and household in-
come (49 out of 72 comparisons).

While significant differences in means can often be iden-
tified, Appendix Fig. 1 shows Cohen’s d effect sizes for
these comparisons, with most significant effects being small
or moderate. This supports the notion, as Kreuter et al.
(2010) had shown, that these interviewer observations are
likely to be insufficient for informing nonresponse weight-
ing adjustments under Little and Vartivarian’s (2005) cri-
teria in most instances. However, an association between

interviewer observations and response propensities could
be leveraged in fieldwork monitoring under RASD as this
could affect the distribution of education variables, which
are used to inform post-stratification weights in the ESS.
Therefore, it is possible that using interviewer observations
to inform fieldwork efforts could reduce the variance of
ESS weights, which would in turn produce more efficient
estimates.

To address RQs 1 and 2, R-indicators are calculated
using complete cases (no item missingness) as follows:
Of the 242 country-round combinations included in the
datasets (see Appendix Table 3 for sample information,
including response rates for each country-round combina-
tion), 47 are excluded due to missing data on interviewer
observations (less than 80% complete cases; 38 country-
rounds) or on the response indicator (2% or more; 9 coun-
try-rounds). Finally, five country-rounds are excluded from
further analyses where demographic variables are included,
due to high levels of missing data on demographic vari-
ables. An overview of the 197 country-round combinations
analysed (and the 44 country-rounds which include demo-
graphic variables) can be found in Fig. 1.

Response propensities and R-indicators (with 95% confi-
dence intervals) are estimated separately for each country-
round combination using logistic regression models pro-
vided by the Representative Indicators for Survey Quality
project (de Heij et al. 2015). All analyses are conducted on
unweighted data in R 4.0.4 (R Core Team 2021).

Response propensities are first estimated for the proba-
bility of individual i in country j responding in round t, using
the interviewer observations only model (3) for all eligible
combinations (197 country-rounds). The dependent variable
is an indicator of response, while the independent variables
are indicators of living in a multi-unit building and the
presence of one or more undesirable neighbourhood cha-
racteristics. An interaction effect between the independent
variables is also included. We proceed to analyse data for
countries sampling individual persons in rounds 6–10 (43
country-rounds). There, the “full” model (4) adds predictors
age and gender (and their interaction effect) to the inter-
viewer observations model. We produce R-indicators using
the estimated response propensities from each model. To
address RQ1, we consider an indicator ‘actionable’ if t-tests
show that the R-indicators are significantly different from
the value 1 (using a multiple-comparison correction based
on the Bonferroni correction), as this would indicate that
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Fig. 1

Country-rounds included in the European Social Survey Contact Form Data by information
available. Red country-rounds are included in all analyses, yellow country-rounds are included
only in the interviewer observations only model. Green country-rounds are excluded due to
missing data, and no data is available for blue country-rounds
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Table 1

Descriptive statistics for ESS rounds 1–10 (complete cases (individual or household sample frame types), unweighted
sample)

Interviews

Characteristic Overall n %

Type of housing

Multi-unit 260,465 140,307 54

Not multi-unit 370,634 221,559 60

Neighbourhood characteristics (Vandalism/Litter/Bad condition)

None 404,581 229,485 57

One or more 226,518 132,381 58

Type of sample

Household/Address 375,651 216,994 58

Individual person 255,448 144,872 57

Gendera

Female 88,189 48,382 55

Male 82,437 43,975 53

Agea

Under 35 41,157 22,786 55

35–49 40,487 22,221 55

50–64 35,878 20,775 58

65+ 36,278 19,632 54

Overall 631,099 361,899 57

197 Country-rounds, average sample size = 3156. Breakdown by variable can be found in Appendix Table 2. Chi-square tests for all breakdown
variables significant (p < 0.001)
a Information on age and gender is only available for all units in countries with individual sampling frames in rounds 6–10, a total of 43 country-
round combinations

case prioritisation for the purposes of informing RASD is
possible with the potential to have a more balanced sample.

Interviewer observations model W
Logit

�

pijt
�

= log.pijt=.1 − pijt//

= ˇ0 + ˇ1Xmulti−unit;ijt+

ˇ2Xneighbourhood;ijt + ˇ3Xmulti−unit�neighbourhood;ijt;

(3)

“Full” model W
Logit.pijt/ = log.pijt=.1 − pijt//

= ˇ0 + ˇ1Xmulti−unit;ijt+

ˇ2Xneighbourhood;ijt + ˇ3Xgender;ijt + ˇ4Xage;ijt+

ˇ5Xmulti−unit�neighbourhood;ijt + ˇ6Xgender�age;ijt;

(4)

To address RQ2, we estimate multilevel regression mod-
els for change (Singer and Willett 2003), where each row
corresponds to a country-round, using R-indicators (Rjt)
as the dependent variable from the interviewer observa-
tions only model (3) (estimated separately for each coun-
try-round, rounds 1–10; N = 197). These multilevel regres-

sion models enable the estimation of change in time t and
estimate country j variability while controlling for survey
characteristics.

The unconditional means model in (5) includes an over-
all intercept at the first round analysed (γ00), a random in-
tercept for each country (ζ0j) and a residual term (ϵjt), which
are assumed to be normally distributed with a mean of 0.
The unconditional change model in (6) adds survey round
as a fixed effect (γ10) and a random slope for each coun-
try over time (ζ1j). Finally, the conditional change model
in (7) introduces survey characteristics—type of sample
frame (individual person or household/address), response
rates and response rates squared1—as controls. Random ef-
fects from models including random slopes are assumed to
follow a bivariate normal distribution, with both random

1 R-indicators are products of variances, and therefore have parabolic
shapes, so low response rates (and very high response rates) can pro-
duce high R-indicators. However, in the typical range of 30-70% re-
sponse rates for many social surveys an association between high re-
sponse rates and high R-indicators should manifest if they are related.
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Fig. 2

R-indicators over time, based on models using only interviewer observations. Dashed blue line
indicates overall mean

intercepts and random slopes having means of 0 and that
residuals are normally distributed with a mean of 0, un-
known variances and unknown covariance.

Unconditional means model W
Rjt = �00 + �0j + �jt

(5)

Unconditional change model W
Rjt = ”00 + ”10Roundjt+

�0j + �1jRoundjt + �jt

(6)
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Partial-R indicator by variables for countries sampling individual persons in ESS rounds 6–10,
full model. If estimate of the lower bound of the confidence interval is below 0.00 (highlighted
by a dashed red line in the plots) points are made transparent. Because standard errors for
partial indicators (Pu) are calculated by dividing by the variance of response propensities,
extreme values will occur if the variance is close to zero, therefore, confidence intervals for
variables with Pu smaller than 0.01 (dashed blue line) are not shown. Appendix Fig. 2 shows
Pus for interviewer observations only model (round 1–10)
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Conditional change model W
Rjt = �00 + �10Roundjt+

�20Sampletypejt + �30Response ratejt+

�40Response rate2
jt + �0j + �1j Roundjt + �jt

(7)

In analysing the multilevel models, we turn to the intra-
class correlation coefficient (ICC; Singer and Willett 2003)
to show how much of the variation in R-indicators is ex-
plained by differences between countries (j) as opposed to
individual country-rounds (jt).

4 Results

Descriptive statistics for the full unweighted dataset which
includes all countries and rounds in the ESS contact form
data, after excluding cases with missing data on the in-
terviewer observations, are found in Table 1. They show
that 57% of complete cases lead to a fully completed in-
terview. For the combined dataset, all characteristics show
significant differences between categories. Those who live
in multi-unit housing respond at lower rates than others
(54% vs 60%), while the difference in response rates by
the presence or absence of undesirable neighbourhood cha-
racteristics (57% vs 58%) is smaller. However, analyses of
the combined data may hide variation between countries
and/or over time.

To address RQ1, we explore whether interviewer obser-
vations (type of building and neighbourhood characteris-
tics) produce ‘actionable’ R-indicators for the 197 country-
rounds. ‘Actionable’ R-indicators mean that t-tests show
that the R-indicator is significantly different from 1 which
shows a lack of representativeness and the need for in-
troducing interventions in fieldwork and informing case
prioritisation strategies. Fig. 2 (with the full list of coeffi-
cients in Appendix Table 4) shows that a simple model with
only two variables derived from interviewer observations in
model (3) produces some evidence of non-representative-
ness in a large majority of country-rounds, as R-indicators
are ‘actionable’ in 160 of 197 country-rounds after apply-
ing a Bonferroni adjustment for multiple comparisons (α =
0.05/197 = 0.00025). Furthermore, it shows that R-indica-
tors cluster around the overall mean (0.893, SD = 0.053) re-
gardless of sample type (Household/Address frame = 0.896,
SD = 0.059—Individual person frame = 0.889, SD = 0.043).
This shows that the average R-indicator score is high with
little variation indicating a stable relationship across coun-
tries and over time using the same set of predictors.

In general, response propensity models with more auxil-
iary variables should be expected to produce lower R-indi-
cators as there is more variability in the response propensi-
ties. This is supported by our results as the ‘full’ model (4)

produces ‘actionable’ (α = 0.05/43 = 0.0011) information
in each of the 43 country-rounds analysed (mean = 0.867,
SD = 0.031). This suggest that including both demographic
characteristics and interviewer observations could inform
case prioritisation protocols in each country-round combi-
nation where individuals are sampled.

In the next stage of the analysis, we explore the effects of
interviewer observations relative to demographic variables
in model (4) using partial R-indicators (2; denoted Pu).
These variable types can be compared by studying partial
R-indicators from the “full” model (4) for countries with in-
dividual sampling frames in rounds 6–10, a total of 43 coun-
try-rounds. As shown in Fig. 3 (Pu’s for the interviewer ob-
servations only model (3) are shown in Appendix Fig. 2),
interviewer observations reliably produce higher Pu’s, indi-
cating a comparatively larger contribution to a lack of repre-
sentativeness, relative to demographic variables. However,
as evidenced by the number of instances where confidence
intervals overlap, the relative contributions of specific vari-
ables are often not statistically significant from each other.
Nevertheless, in each analysed country-round combination,
monitoring partial R-indicators during fieldwork could have
informed interventions based on one or both interviewer ob-
servations which may have increased the overall R-indicator
and improved the representativeness in the sample.

To address RQ2, which deals with differences in R-in-
dicators between countries and across time, we return to
the output of the interviewer observations only model (3),
R-indicators for each country-round combination, to pro-
duce multilevel regression models in (5), (6), and (7) where
R-indicators are the dependent variable (Table 2). These
models can be used to formally test the amount of varia-
tion in R-indicators across country and time. The uncon-
ditional means model (5), which includes only a random
intercept, does not indicate important differences between
countries. The random effects illustrate this, as between
country variation is very low (0.001), which is not surpris-
ing given the low levels of overall variation. The ICC for
the unconditional means model indicates that around 23%
of the overall variation in R-indicators is explained by dif-
ferences between countries, with Appendix Fig. 3 showing
that only four countries differ from the average trend (Rus-
sia, Czechia, Italy, and Israel).

The multilevel models indicate that fixed effects for sur-
vey characteristics do not predict R-indicators. In the un-
conditional change model in (6), the fixed effect for survey
round is not significant, and we fail to reject the null hy-
pothesis of no change in R-indicators over time. The con-
ditional change model in (7) addresses the relationship be-
tween survey characteristics and R-indicators. Apart from
the significant effect for response rates squared (included
to account for the expected parabolic distribution of R-in-
dicators), a lack of significant fixed effects indicates that
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Fig. 4

Predicted R-indicator, conditional change model, red line denotes grand mean. Transparent
lines denote countries with non-significant slopes, opaque lines denote significant slopes
(Czechia, Ukraine, Portugal, Lithuania (The magnitude of the slope for Lithuania can largely
be attributed to an outlier value in round 4 (R = 0.65), the first round in which Lithuania
participated and may be indicative of data management issues.), Ireland, Poland, and Russia)

our measure of representativeness is not related to response
rates, the type of sample used, and that they do not change
substantively over time. However, when survey round is
included as a predictor in the unconditional (6) and con-
ditional change models (7), the ICC goes up to 0.440 and
0.485 respectively. This suggests that around half of the
overall variation in these models can be explained by dif-
ferences between countries. This could indicate important
differences between countries but must also be viewed in
terms of the low levels of overall variation.

The residuals from all three models deviate from the
normal distribution at the tails, which is not remedied
by a transformation on the response variable. This may
be a feature of the nonlinearity of R-indicators or in-
dicate omitted coefficients or that country-rounds with
unusually low R-indicators suffer from serious data qual-
ity issues. Predicted R-indicators from the conditional
change model are shown in Fig. 4 (Appendix Fig. 6 for
the unconditional change model, Appendix Figures 3–5
show estimated coefficients for random effects), showing
that seven of 36 countries (Czechia, Ireland, Lithuania,
Ukraine, Portugal, Poland, and Russia) have slopes which
deviate significantly from the overall trend.

5 Discussion

This paper explored the feasibility of using interviewer ob-
servations in response propensity models which in turn
could be utilised to monitor fieldwork and inform inter-
ventions through the calculation of R-indicators or used
in post-survey weighting adjustments. Interviewer obser-
vations are weakly associated with target variables in the
ESS but are in many instances moderately associated with
socio-economic variables (income and education). The fact
that interviewer observations can predict differences in vari-
ables among respondents for some, but not all participat-
ing countries, may be indicative of differential nonresponse
bias in repeated cross-national surveys, if nonrespondents
within the same classes hold similar attitudes. Neverthe-
less, interviewer observations are not suitable for inform-
ing nonresponse weights, but could play a role in inform-
ing fieldwork efforts. Balancing the responding sample on
interviewer observations could reduce nonresponse bias by
improving representativity assuming that nonrespondents in
the group have similar characteristics to the respondents.

To assess survey representativeness as relates to inter-
viewer observations (RQ2), R-indicators were calculated
based on a response propensity model using only two
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dichotomous variables (type of house; presence of unde-
sirable neighbourhood characteristics). These R-indicators
produce evidence of low, but statistically significant, levels
of non-representativeness in a large majority of country-
rounds in the ESS (RQ1; accounting for multiple com-
parisons). The consistency with which this association
is identified suggest that interviewer observations can be
leveraged in response propensity modelling in the ESS
and other cross-national surveys. In addition, we find that
interviewer observations generally produce higher partial
R-indicators than the demographic characteristics (age,
sex) currently used to inform post-stratification weights in
the ESS showing that they contribute more to a lack of
representativeness.

Finally, no clear trends emerge when analysing R-in-
dicators across countries and over time (RQ2), indicating
that samples are mostly equivalent with respect to represen-
tativeness. This suggest a significant relationship between
interviewer observations and survey response should be ex-
pected in most participating countries in the ESS in each
round, which raises the question of how this relationship
can be leveraged to produce high quality survey data. Prior
research has shown a weak relationship between response
rates and nonresponse bias (Groves and Peytcheva 2008).
Our results are consistent with these findings, as multilevel
models predicting R-indicators do not show a significant
relationship with response rates and other survey character-
istics. The lack of cross-national variation in the relation-
ship between interviewer observations and survey response
can be seen as a positive for the ESS, as it indicates a high
degree of comparability of ESS data across countries with
regards to representativeness on these paradata variables.

In the background section, several applications of how
an association between auxiliary variables and survey re-
sponse were discussed, including fieldwork monitoring, in-
forming the implementation of targeted fieldwork protocols
(e.g., RASDs), and post-survey adjustment strategies. The
consistency of the association between interviewer obser-
vations and the response indicator, and the instances where
they are associated with target variables provides a basis
for further research e.g., through simulation studies. This
topic is further explored in Einarsson et al. (2023). In prac-
tice, interviewer observations and other auxiliary variables
could be monitored centrally to flag sample imbalances in
participating countries. Given the recent announcement that
the ESS is moving to a mixed-mode data collection proto-
col (European Social Survey 2022), the lessons of prior
rounds could be incorporated in an adaptive design pro-
tocol, where response propensities are predicted to assign
high-propensity respondents to cost-effective modes, and
low-propensity respondents to modes which are associated
with high response rates.

This study has utilized interviewer observations, under
the assumption that limited demographic and target vari-
ables are available for non-respondents. These variables are
among the few covariates available to survey researchers for
analyses of nonresponse cross-nationally and over time in
3MC surveys. Interviewer observations are subject to meas-
urement error, but collecting the variables discussed in this
paper should be possible with low error rates. Nevertheless,
if they are to inform fieldwork interventions, standardisa-
tion of interviewer training techniques across countries, as
well as external validation methods should be considered.
Of course, relying solely on interviewer observations to in-
form fieldwork interventions is unlikely to be considered
in practice, and a greater choice of covariates should be
considered when informing changes to survey design.

Aside from the issues relating to interviewer observa-
tions already discussed, there are important limitations to
the inferences that can be drawn from this study. Design
weights for non-respondents are not included in the publicly
available dataset, and while many of the countries anal-
ysed use uniform design weights or have very limited vari-
ation in them (see Appendix Table 5), this may affect some
country-rounds. Several country-rounds had to be excluded
from our analysis due to missing data. Finally, if response
propensity models are misspecified, such as by omitting
important predictors, the estimated R-indicator will under-
estimate the upper bound of the potential nonresponse bias
(MAB; Nishimura et al. 2016). Our analysis has focused
on top-level models using few variables which do produce
some ‘actionable’ information, but which do not include
important predictors of response. Therefore, these R-indi-
cators cannot be considered estimates of the true MAB.
Including more predictors of nonresponse could produce
indicators that allow for more discrimination in outcomes,
which would in turn lead to better case prioritisation proto-
cols and a closer approximation of the true MAB.

This paper has brought together insights from several
topics within survey research: the utility of interviewer
observations (i.e., paradata), using R-indicators to under-
stand the data collection process, as well as conducting
cross-country comparisons on the representativeness of the
sample over time. While more research is needed to un-
derstand the relationship between interviewer observations
and survey variables, this research shows that interviewer
observations may aid in our understanding of nonresponse
errors, and may play a role in fieldwork monitoring, inform-
ing adaptive survey designs or in post-survey adjustment in
repeated cross-national surveys.
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