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There is a fundamental concern that respondents who complete a survey with a certain delay or only after
one or more additional contact attempts are less motivated to provide high quality survey data. Given the
rise of web surveys to being the currently most widely used mode of the survey method, this concern has
increased, and surveyors wonder which mode to choose best. With a systematic review and a meta-analytic
approach, we clarify types of and issues in “late responding”, and we address the questions of whether and
to what extent late responding is different for web surveys compared to mail surveys. The systematic review
reveals that only a third of the 74 studies included report on data quality for any type of late responding.
Moreover, a wide range of definitions for late responding was identified, with essentially three types. With a
meta-analytical approach, a mean share of 27% (CI: 23%–31%) of late responding across both modes was
quantified, and no mode difference was found. A moderator analysis with 16 sample and survey character-
istics did not identify a robust moderator across modes. In addition, our article provides a detailed overview
of different survey practices used in web and mail surveys.
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1 Introduction

As the use of web surveys over the last decades has become
increasingly ubiquitous in research (e.g., social and mar-
ket research), research on respondents’ completion behavior
and data quality in web surveys has provided many detailed
insights (e.g., Callegaro et al., 2015; Cornesse & Bosnjak,
2018; Crews & Curtis, 2011; Dillman, 2021; Dodou & De
Winter, 2014; Morrison, 2011; Venette et al., 2010). Sys-
tematic reviews and aggregations of study results through
meta-analyses focusing on methodological comparisons of
the web survey with other survey modes reveal that web
surveys appear to, for example, be less representative (Cor-
nesse & Bosnjak, 2018) and have, on average, about 11%
lower response rates (Daikeler et al., 2019; Shih & Fan,
2007). Whereas, the average item nonresponse rates for
web surveys are comparable to those of other survey modes
(Čehovin et al., 2022), and social desirability scores are the
same as in other self-administered surveys (Dodou & De
Winter, 2014; Gnambs & Kaspar, 2017, but see Kaufmann
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& Reips, 2008). Considering these substantiated errors in
coverage and unit nonresponse of the web survey mode an-
other important and related issue, on which we do not know
whether it is more or less pronounced for the web survey
mode, is “late responding”.

2 Current Research On Late Responding

Late responding refers to study participants who complete
the survey with a certain delay or only after one or more ad-
ditional contact attempts (see Olson, 2013). There is a fun-
damental concern that these respondents pose a threat to the
accuracy of survey estimates, as late respondents appear to
provide survey data of poorer quality (Brehaut et al., 2006;
Helasoja et al., 2002; Kaminska et al., 2010; Korkeila et al.,
2001; Kreuter et al., 2014; Olson, 2013; Peytchev & Hill,
2010; Yan et al., 2004). On the other hand, there is a sub-
stantial body of evidence indicating that including data from
late respondents increases the accuracy of survey estimates
by improving the representativity of the sample. Late and
early respondents differ in sociodemographic characteris-
tics, such as late respondents being younger, having a lower
educational level, being from a lower socioeconomic strata,
having a minority status, reporting a poorer health status,
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and being male (e.g., Chen et al., 2003; Klingwort et al.,
2018; Manjer et al., 2002; Sigman et al., 2014; Vink &
Boomsma, 2008). They also differ in relevant study out-
comes, such as measures of satisfaction, attitudes, or be-
haviors (e.g., Chen et al., 2003; Estelami, 2015; Goos &
Salomons, 2017; Kypri et al., 2011; Manjer et al., 2002;
Vink & Boomsma, 2008; Voigt et al., 2003). The extent to
which efforts to motivate late respondents to complete the
survey affect data quality remains an unresolved question.

2.1 Definition

Up to now, there is only one systematic review on late
responding. In her review Olson (2013) defines late re-
sponding as answering a survey late or after several en-
couragements. This generic definition touches on two basic
questions concerning the understanding and definition of
the phenomenon and its relationship to data quality and
nonresponse bias. On a fundamental level, it leaves open
whether late responding is a continuous or a discontinuous
phenomenon, linked only to the passing of time or linked to
one or several specific events in the survey administration
process, such as one or several contact attempts. Specifi-
cally, no further information is provided about what sort
of encouragement or which number of encouragements di-
vides respondents into early and late. It seems that late
responding is a rather vague phenomenon, and as survey
designs differ substantially in their strategies to increase
response rates, it is not surprising that the operationaliza-
tion of the phenomenon, the share of late respondents, and
its impact on data quality and nonresponse bias found in
the literature vary to a similar extent (Bach et al., 2020).
Moreover, only few studies explicitly elaborate on their
chosen definition of the phenomenon. For example, Ore-
mus and Wolfson (2004) argue that their late respondents
would have been nonrespondents without the follow-ups.
Vink and Boomsma (2008) base their operationalization
on the observation that the number of subjects returning
the survey reaches an asymptote after Day 30. Whereas,
Friedman et al. (2003; p. 993) reason that “any survey ar-
riving after the cut-off for its respective fielding period was
deemed a late respondent, for it was too late to be included
in the quarterly dataset”. Meanwhile, Sigman et al. (2014)
tested several thresholds (e.g., after the first half of the field-
ing period vs. after the first month), and after observing that
for most of these operationalizations, almost 100% were
“early respondents” they agreed on a two-week threshold.
Given this ambiguous starting point, it is important first to
have an overview of the range of operationalizations used
in the relevant research literature. In particular, it is impor-
tant to know whether there are certain preferences and, if
so, whether they differ between the two modes.

2.2 Reasons

To reduce late responding, it is relevant to know why par-
ticipants respond late. Although Olson (2013) found only
a few studies that measured the potential causes of late
responding and linked it to data quality, she found some
empirical support for the general lack of motivation, reac-
tance, and lack of interest in the topic hypotheses resulting
in higher item nonresponse. On the other hand, she found no
such support for the increase in perceived importance, pre-
dicting lower item nonresponse with an increase in contact
attempts. Regarding the few existing indications as to why
participants respond late, one could also argue that most of
the identified reasons for nonresponses can be considered
the same for late responding. These include psychological
reactance (Reips, 2013), not being interested in the study or
doubting the usefulness of study outcomes, survey fatigue,
misplacing the questionnaire, lack of time (e.g., too busy,
vacation), forgetfulness, and confidentiality concerns (e.g.,
Dahlhamer et al., 2008; Emberton & Black, 1995; Keusch,
2015; Olson et al., 2019; Olson et al., 2010). Thus, late
responding has a motivational component.

2.3 Moderators

As far as we know, there is little research on which survey
(design) features lead to late responding. Again, assuming
that there is some relationship between delayed response
and nonresponse, it seems plausible to expect that vari-
ables that cause nonresponse also play a role in delayed
response. Dillman (2021) summarizes seven factors that
are known to likely influence response rates: (1) multiple
modes, (2) sponsorship, (3) survey length, (4) incentives,
(5) number and timing of survey requests, (6) appealing
and less burdensome surveys, and (7) personal characteris-
tics of the target population. In their meta-analysis, Groves
and Peytcheva (2008) identified the following survey design
variables as having an impact on the relationship between
nonresponse rates and nonresponse bias: type of sponsor-
ship (government vs. other) and whether or not respondents
had prior interaction with the sponsorship as well as self-
vs. interview-administered survey modes. Moreover, they
found that surveys of the general population tend to yield
larger nonresponse rates than surveys of more specific pop-
ulations. By including potentially relevant sample and sur-
vey design factors in our research, we may identify which
sample design characteristics are responsible for any differ-
ences in late responding between web and mail surveys.
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2.4 Web survey mode and late responding

We focus specifically on the web survey mode in our study.
This is because it is well established that coverage and
non-response errors are different for web surveys than for
other survey modes. Moreover, the only systematic review
on this topic by Olson (2013) only considers interview and
mail surveys. In addition, different modes offer different
survey design options.

Web surveys offer participants much flexibility and ease
to respond to a survey request with just a few mouse clicks.
However, such a request sent by email is perceived as less
committal than, for example, a personal request via tele-
phone, face-to-face or mail (Dillman et al., 2010; Keusch,
2015). In addition to having different implications for re-
spondents in terms of their perception of cognitive burden,
privacy, legitimacy, ease of answering, and others (e.g.,
Dillman et al., 2014; Tourangeau et al., 2000), different
survey modes offer various design options and costs and
employ disparate contact strategy practices. Consequently,
it is likely that there are also differences between these
modes in terms of how they can persuade (reluctant) re-
spondents to participate. Therefore, we expect mode to be
one of the most important moderators for late responding.

For comparability, we focus in our comparison on the
two self-administered modes web and mail survey. This
is because interview-administered surveying adds with the
interviewers an additional source of variance.

3 Research Questions

As outlined, an in-depth understanding of the late-respond-
ing phenomenon and its contributing factors is relevant for
survey research to generate more knowledge on how to in-
crease the accuracy of survey estimates.

However, late responding is ambiguous in how it is de-
fined and operationalized. To fill these research gaps, we
conduct a systematic review and meta-analysis of late re-
sponding. We are especially interested in a comparison of
the web survey mode to self-administered surveys con-
ducted on paper-and-pencil, as mode should be consid-
ered a relevant source of variability and no comprehensive
knowledge on the late-responding phenomenon exists to
date for this currently most widely used mode. With this
systematic review, we first assess the range of definitions
used in the relevant studies and record the differences in
study characteristics possibly relevant to moderating late
responding. In the second step, we assess the proportions
of late responding and thirdly identify possible moderator
variables pertinent to the phenomenon with a meta-analytic
approach. Hence, with the focus on the two self-adminis-

tered modes—web and mail surveys, this article addresses
the following three research questions:

(1) How is late responding operationalized? Are there dif-
ferences in definitions used between web surveys and
mail surveys?

(2) What is the proportion of late respondents for web sur-
veys compared to mail surveys?

(3) Are survey characteristics (e.g., target population/
sample or survey design) moderating the proportion
of late respondents? Are survey characteristics moder-
ating the proportion of late respondents differently for
web and mail surveys?

4 Method

To answer our research questions, we use a best-evidence
synthesis approach (Slavin, 1986) that combines a system-
atic review and a meta-analytic approach.

4.1 Systematic Review

Our systematic review is composed of three steps (Sid-
daway et al., 2019). First, we conduct a systematic liter-
ature research following the PRISMA (preferred report-
ing items for systematic reviews and meta-analyses) guide-
lines (Liberati et al., 2009).1 Second, we review and se-
lect the records identified by the literature review accord-
ing to our predefined eligibility criteria. Third, we obtain
the manuscripts and code the information on potentially
relevant study design, sample, and target population cha-
racteristics as potential moderator variables and outcome
variables (i.e., late respondent definition, number, and per-
centage of late respondents).

4.1.1 Eligibility Criteria and Search Strategy

For the systematic review, we focus on web and mail survey
studies that reported the proportion of late respondents. We
do not impose restrictions on the type of literature, field
of research, study topic, or type of study outcome (e.g.,
satisfaction, attitude, and behavior), but we establish the
following five eligibility criteria:

(1) Because web pioneers did not send out their first online
surveys until the mid-1990s (Reips, 2021), we consid-
ered studies published between 2000 and March 2021.

1 PRISMA is an evidence-based minimum set of items for reporting
in systematic reviews and meta-analyses (see https://prisma-statement.
org/).

https://prisma-statement.org/
https://prisma-statement.org/
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Table 1

Used Search Terms and Search Engines

Search terms “survey” or “questionnaire” combined with “late respond*“or “reluctant respond*” (combined with “data quality” or “item
nonresponse” or “item non-response” or “missing*” for the search in the VULibrary)

Search en-
gines

VULibrary bibliographic harvester (Digital Library of the Vrije Universiteit Amsterdam), which includes searching 153 bibli-
ographic data bases like e.g., ProQuest, PsycARTICLES, PubMed, ScienceDirect, Emerald (e.g., Business, Social Sciences),
Wiley Online Library, Sage Journals, SpringerLink, EBSCO, and JSTOR Business.
Additionally, PsycInfo, ERIC and Web of Science were searched

(2) To avoid any English language bias (see Dickersin,
2005), we also considered non-English, specially Ger-
man language manuscripts.

(3) Because more direct methods of persuasion can be used
in interview-administered survey methods, we excluded
studies using survey methods such as telephone or face-
to-face interviews and searched for studies reporting on
self-administered surveys.

(4) We also excluded Internet and paper-and-pencil sur-
veys that were conducted under controlled conditions
in a laboratory or an on-site setting, and web surveys
with no well-defined sampling frame, such as surveys
advertised through online banners, offline media, or
pop-up intercept surveys (e.g., Keusch, 2015).

(5) Except for surveys targeting children or teens under the
age of 18, there are no further restrictions for the study
population.

As a first step, we performed a comprehensive literature
search using the search terms and search engines depicted
in Table 1. Because we originally planned to examine the
relationship between late responding and data quality (espe-
cially item nonresponse), we initially used additional search
terms in the literature search. Unfortunately, it turned out
that less than a third of the studies reported the data qual-
ity separately for late respondents. For further detail see
Section 5.1.1.

To prevent a possible publication bias, we employed ad-
ditional search strategies as follows: (1) we checked the
reference list of key publications and (2) the published ab-
stracts of several relevant conferences in the field of survey
research (i.e., AAPOR, ESRA, GOR) and the ASA Online
Proceedings of the Survey Research Methods Section from
2001 to 2020 for relevant abstracts.2 An overview of our re-

2 The additional search in the conferences abstracts and online pro-
ceedings resulted only in one additionally retrieved manuscript for our
study sample. For 25 conference that passed our exclusion criteria,
no corresponding publication could be identified. Because a similar
outcome was expected for the following relevant conferences abstracts
and proceedings no additional searches were conducted for Inter-
national Total Survey Error Workshop (ITSEW), New Techniques
and Technologies for Statistics (NTTS), International Methodology
Symposium (IMS), International Conference on Computational Social
Science (IC2S2), but resulted in no further relevant mansucript.

search strategy can be found in the PRISMA flow diagram
(Fig. 1). The search strategy resulted in 53 full-text peer-
reviewed manuscripts and 1 conference proceeding. The
number of included studies however was 74 because 12
manuscripts included data from more than one independent
sample (6 manuscripts reported data for 2 samples, 4 for 3,
and 2 for 4), data from 74 independent study samples (nweb =
22; nmail = 52) were included in the systematic review. As for
5 manuscripts, information on the number of late respon-
dents was missing, it was not possible to calculate an effect
size for these. Therefore, the sample for the meta-analytic
procedures was smaller and comprised 50 manuscripts re-
spectively 64 independent survey samples (nweb = 17; nmail =
47).

4.1.2 Coding Procedure

To include the most comprehensive and relevant survey cha-
racteristics, an iterative process was used to identify relevant
codes. From the research literature, we consulted overviews
summarizing moderator variables that are known to impact
the response rate (e.g., Dillman, 2021; Groves & Peytcheva,
2008; Keusch, 2015). In addition, we amended potentially
relevant moderator variables from the assessed manuscripts.
For a better overview, we followed Groves and Peytcheva
(2008). We coded publication-related characteristics of each
study, such as publication date, publication journal, or field
of research, in which the study was published. Additionally,
we coded the characteristics of the target population and
sample, such as the region where the study was conducted,
whether the survey targeted experts or the general popula-
tion or some sub-population, the total sample size, and the
response rate. Furthermore, we also coded a number of sur-
vey design characteristics, such as the number of reminders
sent, length of the survey, the field period, and whether the
survey invitation was personalized (Joinson et al., 2007;
Joinson & Reips, 2007) or incentives were promised. The
outcome variables were the N and share of late respondents,
for which we additionally coded the definition for late re-
sponding used in the study. In the data form that can be
accessed via the link https://ehb.eu.qualtrics.com/jfe/form/
SV_agdWokJe2bMIj4y, all covariate codes are listed. A to-

https://ehb.eu.qualtrics.com/jfe/form/SV_agdWokJe2bMIj4y
https://ehb.eu.qualtrics.com/jfe/form/SV_agdWokJe2bMIj4y
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Fig. 1

PRISMA Flow Diagram for the Literature Search Process

tal of 46 different variables were coded per study sample.
The coding was conducted by two independent coders. To
ensure the quality of the coding, some standard procedures
were followed throughout the process. i) All studies were
reviewed independently by both coders; ii) After reviewing
10 studies each, results were compared; iii) Discrepancies
(if any) were resolved through discussion; iv) Equal atten-
tion was given to each study; v) The process was thorough,
rigorous, inclusive, and comprehensive; vi) The insights of
both coders were fully acknowledged.

If information was missing for a category (e.g., the num-
ber of reminders), we tried to extract this information from
additional publications or to calculate it from existing in-

formation (e.g., the number of late respondents). To answer
the first question regarding common operationalizations of
the phenomenon, the study authors’ definitions of late re-
sponding was also included in the data set.

4.2 Meta-Analytic Procedures

To answer the second research question, we performed an
overall meta-analysis and considered the two survey modes,
web and mail, separately (Kaufmann et al., 2016). In our
meta-analysis, we used the Hunter–Schmidt approach (see
Schmidt & Hunter, 2014), which assumes a random ef-
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fects model for the estimation. Using this approach, we
consider not only within-study variance but also between-
study variance (e.g., measurement error). To calculate the
effect sizes, we took the total number of survey respon-
dents and divided this by the number of survey respondents
reported by the study authors as late respondents. In one
case with insufficient data, we used the authors’ definition
of “late respondents” and calculated the share of late re-
spondents from the reported response rate with and without
late respondents (Friedman et al., 2003). To transform the
observed proportions to a normal distribution, we applied
a so-called Freeman-Tukey double arcsine transformed pro-
portion (see Freeman & Tukey, 1950). The effect sizes were
then weighted by the inverse-sampling variance and aggre-
gated according to the Hunter–Schmidt meta-analytic ap-
proach.

Several strategies were employed to test for heterogene-
ity. First, we visually checked heterogeneity across studies
using forest plots (Lewis & Clarke, 2001). Second, we ex-
amined heterogeneity between studies empirically by cal-
culating the heterogeneity measures I2 and Tau2 (Higgins &
Thompson, 2002). A low value for I2 indicates low hetero-
geneity among studies. In contrast, a low Tau2 indicates high
heterogeneity. Additionally, we checked the robustness of
our overall analysis and its dependency due to study outliers
(Viechtbauer & Cheung, 2010), publication bias3 (see the
trim–fill approach suggested by Duval & Tweedie, 2000),
or publication dependency. This robustness check was fol-
lowed by a mode-specific analysis.

To answer the third research question, we considered the
study characteristics as potential moderator variables (see
below). We first checked the number of studies for each
potential moderator variable in our database. Due to power
issues, we only considered potential moderator variables if
the sample of each mode included at least four studies. To
avoid that results would be impacted by the weighting strat-
egy of our meta-analysis (that is the number of participants),
we also excluded the study characteristic “sample size”.
With all potential moderator variables, we ran a meta-anal-
ysis on both modes together, as well as for the two modes
separately, to check for any mode dependency by overlap-
ping confidence intervals. To check the robustness of our
results, we also ran meta-regressions to examine the influ-
ence of a moderator variable (e.g., mode) on the proportion
of late respondents (see Berkey et al., 1995). The analysis
was carried out using R (version 4.0.5, R Core Team, 2020)
and the metafor package (version 4.0.0, Viechtbauer, 2010).

3 High-quality meta-analyses now use several strategies to prevent
publication bias (e.g., asking authors in the field for unpublished data,
including unpublished studies in the sample, see our literature search
procedure) and also examine publication bias.

5 Results

5.1 Study Sample: Systematic Review

Although no restrictions were imposed on the type of litera-
ture and an additional search was conducted for conference
papers, the 74 studies included in the final sample for the
systematic review were published in peer-reviewed jour-
nals, except for one study, and included 45 different titles.
Of the studies published between 2000 and 2021 in our
sample, most of the mail survey studies (more than 70%)
were published between 2000 and 2010. The first web sur-
vey study included was published in 2004; half of the web
survey studies were not published before 2012. Not sur-
prisingly, the mean sample size for the mail survey studies
was 8,525, whereas that for the web survey studies was
38,814. However, the biggest proportion of studies (49% of
the mail and 64% of the web survey studies) had a sample
size falling between 1001 and 10,000, The sample sizes
ranging from 170 (Mehlkop & Becker, 2015) to 135,000
(Friedman et al., 2003) for the mail survey studies and 115
(Parker et al., 2012) to 560,084 (Sigman et al., 2014) for
the web survey studies. For more descriptive details of the
study sample, see Table 4.

5.1.1 Subsample: Data Quality

A third of the studies (24 out of 74 studies) in 16
manuscripts reported one or more data quality indica-
tors and only little than one fifth (17 out of 74 studies)
reported a comparison between early and late respondents
(10 studies for web and 7 studies for mail surveys, see Table
A1 in the Appendix). The most frequent reported data qual-
ity indicator was item nonresponse (12 studies respectively
16%), followed by beak-off rate (4 studies respectively 5%)
and the quality of open-end questions (e.g., nr. of words,
nr. of themes) (3 studies in one manuscript). Other reported
data quality indicators were motivated misreporting, non-
substantive answers, and measurement equivalence.

Due to the small proportion of studies reporting on dif-
ferent type of data quality indicators for early and late re-
spondents, any conclusions drawn must be considered with
caution. In general, it can be concluded from Table A1 in
the Appendix that the findings are mixed for mail as well as
for web surveys. Mixed results seem the case not only be-
tween studies but also within studies, as late respondents re-
act differently from early respondents to some experimental
manipulations and not to others. Furthermore, differences
are found across various data quality indicators. All in all,
these finding suggest that late responding has merit to some
extent also for web surveys.
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Table 2

Overview of the Classification of Manuscripts into the Three Identified Late-Responding Definition Categories separately
by Mode

Mode

Operationalization Definition Web Mail

Threshold 1st reminder Estelami (2015)a Barclay et al. (2002); Bilodeau (2006); Dykema et al. (2015); Fejer
(2006); Helasoja et al. (2002); Hox et al. (2012); Korkeila et al. (2001);
Lie et al. (2019); Manjer et al. (2002); Menachemi et al. (2006); Nakai
et al. (2005); Olowokure et al. (2004); Oremus and Wolfson (2004);
Parashos et al. (2005); Randall (2015); Rashidian et al. (2008); Rueegg
et al. (2017)

2nd reminder Giroux et al. (2020);
Kypri et al. (2011);
Sigman et al. (2014)

Friedman et al. (2003); Maclennan et al. (2012); Puleo et al. (2002)

After personal
contact

Parker et al. (2012) Clendenning et al. (2013); Collins et al. (2000)

Metric approach Smyth et al. (2009) Perneger et al. (2005); Vink and Boomsma (2008)

Extreme group Before 1st vs.
after 2nd re-
minder

Hansen et al. (2007);
Klingwort et al.
(2018); Rao and Pen-
nington (2013)

Chen et al. (2003); Hazell et al. (2009); Lahaut et al. (2003); Maitland
et al. (2017); Mallen et al. (2005); Meiklejohn et al. (2012)

Before 1st vs.
after a later
reminder

– Brehaut et al. (2006)

Before 2nd
vs. after 4th
reminder

Jouriles et al. (2020) –

Before 1st re-
minder vs. after
personal contact

Kypri et al. (2004) Gasquet et al. (2001)

Metric approach Blank et al. (2009);
Witry et al. (2021)

Kowall et al. (2010); Mott et al. (2001); Zachry et al. (2003)

Continuous Response delay
in days

Göritz and Stieger
(2009); Gummer and
Struminskaya (2020)

Gummer and Struminskaya (2020); Mehlkop and Becker (2015)

Number of re-
minders

Bach et al. (2020) Brøgger et al. (2003); Dykema et al. (2021)

a All studies except for Göritz and Stieger (2009), Gummer and Struminskaya (2020), Mehlkop and Becker (2015), and Zachary et al. (2003) are
also included in the meta-analysis subsample.

Only by looking at it in a systematic way we can under-
stand the phenomenon and is constituting factors. More-
over, it seems plausible to conclude that there is more to it
than the simple passing of time and that it is therefore not
a linear process, but rather that a pronounced motivational
component is involved.

5.1.2 Subsample: Meta-Analysis

From our systematic review sample (see above) ten stud-
ies reported in four manuscripts had to be excluded for
the meta-analytic sample (see also Table 2). They reported
the results of five mail and five web survey studies each.
Furthermore, they were all published in peer-reviewed jour-

nals, with publication years spread throughout the search
period: 2003, 2009, 2015, and 2020. With the exception
of the Mehlkop and Becker study (2015), for all excluded
studies the sample size falls into the 1001-100,000 cate-
gory. For the meta-analysis subsample, only one manuscript
containing a comparison of data quality for early and late
respondents had to be excluded (Göritz & Stieger, 2009).
However, they reported results for four web survey studies.4

4 One manuscript is mentioned under both the web and mail condition.
This manuscript reports a study for both modes.



472 ELLEN LAUPPER, ESTHER KAUFMANN, REIPS ULF-DIETRICH

5.2 Operationalization of Late Responding

Having established that late responding is by no means
a clearly defined phenomenon, the first step was to explore
the range of definitions used in the literature and an attempt
to provide a meaningful categorization. This then allowed
a meaningful comparison between modes. Moreover, only
by having such groundwork will it be possible to discuss the
relationship between different definitions of late responding
in a more systematic way.

Table 2 provides an overview of the three proposed
categories, as well as the classification of the included
manuscripts. Just over half of the studies (51%; n = 38) con-
ceptualized late responding as a dichotomy with a thresh-
old, below which respondents were classified as early re-
spondents, while above that threshold respondents were
classified as late respondents. The most used threshold is
the first reminder. Considerably fewer authors have defined
the second reminder as the threshold. Others distinguish
between respondents who respond to one of the written
survey requests (early respondents) and those who can only
be persuaded to participate after personal contact (late re-
spondents). A few operationalizations were not guided by
a “natural” event within the design, such as the date of send-
ing a reminder or switching the contact mode but favored
a more “metric approach.”

For example, Smyth et al. (2009) defined the median
response date as the threshold that divided respondents into
early and late respondents, whereas Vink and Boomsma’s
(2008) threshold criterion was the response rate reaching
an asymptote after 30 days.

The second definition, also quite frequently used, defines
early and late respondents as two extreme groups. More than
one-third of the studies (35%; n = 26) used such a defini-
tion. Most of these authors compared respondents to the
initial (e-)mail, with respondents not completing the survey
before the second reminder. A few researchers have defined
other extreme group cutoffs (see Table 2). Also, within this
category, some metric approaches can be found. Mott et al.
(2001), for example, defined the first quintile of their sur-
vey sample as early and the last quintile as late respondents.
Kowall et al. (2010) compared the first with the last third
of respondents, whereas Blank et al. (2009) compared the
respondents of the initial mail to the number of respondents
in the 90th percentile of the survey field period.

Studies in the third and smallest category (13%; n =
10) defined late responding as a continuous process, i.e.,
a continuous change rather than a dichotomous either-or
grouping or or one of increasing stages of “partial coop-
eration.” The biggest share in this category operationalized
late responding as a response delay in days.

5.2.1 Mode Differences in the Operationalization of
the Late-Responding Phenomenon

When looking at the modes separately, certain differences
in preferences regarding the chosen definition become ap-
parent (see Fig. 2). Two-thirds of the mail survey studies
used a threshold definition, while the web survey studies
used the threshold definition with similar frequency as the
extreme group definition. The continuous definition was the
least frequently used in both modes.

Most studies choose a reminder as a natural threshold
or cutoff, assuming that the study participants would have
been nonrespondents without this further contact attempt.
Furthermore, while there were some differences between
the modes regarding the preferred definition of the phe-
nomenon, the proportion of late respondents was a very
heterogeneous measure within both modes. Given this dis-
parity in definitions, for the planned comparison of the pro-
portion of late respondents between the two modes, we tried
to identify a large enough subsample to generate a homoge-
neous operationalization of the phenomenon. Because ad-
ditional information on the proportion of respondents after
the first reminder was available for 24 studies that origi-
nally used a different late-response operationalization, we
were able to form a homogeneous subsample with a total
of 49 studies using the “threshold 1st reminder” definition.

5.3 Share of Late Respondents

5.3.1 Systematic Review

Of the 74 studies included in the systematic review, more
than two-thirds were mail survey studies (n = 52, 70%).
If one considers that the remaining 22 web survey studies
were for the most part not published before the end of the
first decade, it is not surprising that their proportion in the
study sample is lower. On the other hand, considering how
much the number of web survey studies has increased over
the last 10 years, web survey studies seem to be under-

Fig. 2

Distribution of the Three Operationalizations of Late Re-
sponding over the Two Modes
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Table 3

Meta-analysis of the Overall Proportion and Mode-Dependent Proportion of Late Respondents

Heterogeneity Measures

N % late CI I2 Tau2

Overall Def. original sample 64 27 23–31 99.8 0.03

Def. subsample 49 27 22–32 99.8 0.04
Mode Def. original

sample
Web 17 29 24–33 99.7 0.01

Mail 47 27 22–32 99.8 0.04
Def. subsample Web 8 23 17–30 99.8 0.04

Mail 41 27 22–33 99.8 0.04

represented in our sample (see, for example, Cornesse &
Bosnjak, 2018).

5.3.2 Meta-analysis

Because in 10 studies data for calculating the effect sizes
were not available, the database for the following meta-
analysis comprised 64 studies, including 47 mail and 17
web studies.

Results for the Overall Sample. The meta-analysis of these
64 studies showed that across all studies, regardless of the
phenomenon definition or mode, the overall weighted mean
share for the late respondents was 27% (CI: 23%–31%).
Table 3 presents an overview of the results and their ro-
bustness analyses (Figure A1 in the Appendix illustrates
the forest plot). However, the data showed a high degree of
heterogeneity. Because more than one study was reported in
several manuscripts, which ranged from two to four studies
in one manuscript, a dependence analysis was indicated.
This two-level analysis confirmed our results (27%, CI:
22%–32%). There was also no outlier study (Figure A2 in
the Appendix). Therefore, we performed a classical meta-
analysis in the following.5 Although running a publication
bias estimation using the trim–fill approach showed one
missing study, the overall results were nevertheless con-
firmed. Thus, we assume that our overall results are in-
dependent of any outliers, publication bias, or publication
outlet dependency.

Our result was further confirmed, as the same analy-
sis performed with the purpose-built subsample with a ho-
mogeneous definition of late responding using the first re-

5 We highlight that often meta-analyses are not seen as multilevel
analyses, although a classical meta-analysis represents a null-model of
a multilevel-analysis and hence is also a multilevel analysis (see also
Pastor & Lazowski, 2018).

minder as a threshold (as described in Section 5.1.2) showed
the same result (see Table 3).

Mode-Separated Results. As a next step, we checked
whether the proportion of late respondents differed be-
tween the two self-administered modes of interest. Again,
we performed the first analysis with the original sample
and a second analysis with the smaller, more homoge-
neous subsample. For both samples tested, we did not
find significant mode differences for the share of late re-
spondents. For the web survey mode, the weighted mean
was 29% (CI: 24%–33%) for the original sample and
23% (CI: 17%–30%) for the subsample. For the mail sur-
vey mode, the weighted mean was 27% for both samples
(CIoriginal: 22%–32% and CIsubsample: 22%–33%). A meta-
regression analysis confirmed a lack of mode differences
(see Appendix, Table A2, p = 0.61). We conclude that
the mode is irrelevant to the share of late respondents
(see the mode-specific forest plots showing the overlap
of studies’ confidence intervals between Figures A3 and
A4 in the Appendix). Due to the fact that in both modes
large heterogeneity is indicated (I2 = 99.7–99.8, Tau2 =
0.01–0.04, see Table 3), moderator variables may explain
the heterogeneity within our data.

5.4 Moderator Analysis

As we assumed that the survey practices differ for the two
modes, and to determine whether other characteristics of
the target population and sample or the survey design influ-
ence the share of late respondents, we examined those key
characteristics separately for the two modes and conducted
several moderator analyses. We controled for heterogeneity
in the following ways.
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5.4.1 Systematic Review

Target Population and Sample Characteristics. The descrip-
tive results of the target population and sample character-
istics are shown in Table 4. Whereas the largest share of
mail survey studies was conducted in Europe, the largest
share of web survey studies was conducted in North Amer-
ica. If we look at the focus of the journals in which the
included studies were published, two-thirds of the studies
using mail surveys were published in the field of health,
whereas methodological questions dominate for studies us-
ing web surveys. For the population studied, one more dif-
ference between the two modes became apparent: whereas
the largest share of mail survey studies was done with the
general population, the largest share of web survey studies
surveyed students. Not surprisingly, we also found mode
differences in the reported sample sizes. This was also re-
flected in the respective mode-specific mean sample size
(as reported in section 5.1). Furthermore, although the re-
sponse rate difference between the two modes is lower than
the average 11% found in the meta-analysis conducted by
Daikeler et al. (2019), as to be expected, the mean response
rate for the web surveys (48%) was almost 7% lower than
for the mail surveys (54%), ranging from 19% (Rashidian
et al., 2008) to 87% (Parashos et al., 2005) for mail and
6% (Witry et al., 2021) to 91% (Gummer & Struminskaya,
2020) for web surveys.

Survey Design Characteristics. Table 5 depicts the detailed
descriptive results reported in this section. In our sample,
web surveys tend to employ more persuasive techniques
(Göritz, 2006; Joinson & Reips, 2007; Reips & Franek,
2004) than mail surveys. This is the case for the use of
incentivization (web = 64%; mail = 33%) as well as for
personalization (web = 55%; mail = 21%). Surprisingly,
for the use of reminders, mode differences were not promi-
nent. Despite the slightly higher mean for the number of
reminders sent in the web survey studies (Mweb = 2.5), com-
pared with the mail studies (Mmail = 2.1), the difference was
not significant (t(69) = 1.08, p > 0.05). The time interval
in days within which the first reminder was sent differed
considerably for the two modes (Mmail = 22 vs. Mweb = 6.7,
t(52) = 2.47, p < 0.05). For the included web survey stud-
ies, on average, the first reminder was sent after one week,
whereas for the mail survey studies, the first reminder was
sent around three weeks after the first survey invitation on
average. We also considered survey length, although for
half of the mail survey studies (52%) and almost a quar-
ter of the web survey studies (23%), information on survey
length, whether in the form of the number of items or the
average completion time, was missing. More than a fifth
of the web survey studies were conducted with very short
surveys (≤5min or 27 items) compared to only one mail

survey study. While the data for this variable are equal and
complete for both modes, the proportion of surveys with
short field periods (≤28 days) was larger for the web survey
studies (web = 36%; mail = 10%).

5.4.2 Meta-analysis

As can be concluded from the systematic review, the in-
cluded mail and web survey studies differed in several key
study variables. Therefore, a moderator analysis can provide
insights into the possible relevant dynamics to (de)motivate
people to respond faster. As mentioned previously, for sev-
eral reasons, the dataset for performing the moderator anal-
yses was smaller than that for the systematic review. As
continuous variables, such as response rate, number of re-
minders, or survey duration, were usually coded in four
or five categories and information on some of the coded
survey design variables was sometimes incomplete, several
variable categories contained fewer than four studies. Ac-
cordingly, these variables were dichotomized in a further
step so that more studies per category could be considered,
and thus more studies could be included in the modera-
tor analyses. In doing so, we had to accept that this would
allow for less differentiated conclusions on possible mod-
erators. Our final dataset, with the dichotomized variables,
consisted of 16 potential moderator variables (Table 6). Of
the total of 16 moderator variables included in the moder-
ator analyses, 7 were associated with the target population
and sample and 9 variables with the survey design.

Results for theOverall Sample. For the 16 moderator analy-
ses performed, no significant moderator could be identified
for the overall sample. The analysis resulted in a consistent
share of late respondents, ranging from 22% for studies
with a 0 to 14 days interval for the first reminder to 31%
for studies conducted with experts (see Table 6).

An additionally conducted meta-regression identified
one moderator for the overall sample. That is, studies con-
ducted with the general population resulted in a higher late
response rate than those with other more homogeneous tar-
get populations (e.g., patients, population-at-risk, students,
health specialists) (Table A2 in the Appendix, rightmost
columns).

Mode-SeparatedResults. For the moderator analysis for the
web survey mode (Table 6, in the center left columns), the
average proportion of late respondents ranged between 20%
for web surveys targeting the general population and 41%
for long surveys with a field period of 57 and more days. In
the mail survey mode (Table 6, in the center right columns),
the share of late respondents ranged from 17% for the mail
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Table 4

Numbers and Percentages (%) of Possible Sample Characteristic Moderator Variables

Mail Web Total

All Moderator All Moderator All Moderator

N % n % n % n % n % n %

Region

North America 13 25 12 26 11 50 11 65 24 32 23 36

Europe 31 60 27 57 8 36 3 18 39 53 30 47

Australia/Oceania 7 14 7 15 2 9 2 12 9 12 9 14

South America 0 0 0 0 1 5 1 6 1 1 1 2

Asia 1 2 1 2 0 0 0 0 1 1 1 2

Field of publication

Health 35 67 34 72 7 32 7 41 42 57 41 64

Methodology 7 14 6 13 12 55 7 41 19 26 13 20

Marketing/Business 0 0 0 0 1 5 1 6 1 1 1 2

Social Sciences 9 17 6 13 1 5 1 6 10 14 7 11

Education 0 0 0 0 1 5 1 6 1 1 1 2

Psychology 1 2 1 2 0 0 0 0 1 1 1 2

Expertise

Experts yes 12 23 12 26 4 18 4 24 16 22 16 25

Sample

General Population + 31 60 27 57 5 23 4 24 36 49 31 48

Patients/Population at
risk

6 12 6 13 0 0 0 0 6 8 6 9

Employees 0 0 0 0 1 5 1 6 1 1 1 2

Students 1 2 1 2 13 59 9 53 14 19 10 16

Health Specialists 13 25 12 26 3 14 3 18 16 22 15 23

Others 1 2 1 2 0 0 0 0 1 1 1 2

Response rate (%)

0–25 1 2 1 2 5 23 4 24 6 8 5 8

26–50 22 42 19 40 7 32 5 29 29 39 24 38

51–75 19 37 18 38 7 32 6 35 26 35 24 38

76–100 7 14 6 13 3 14 2 12 10 14 8 13

Missing 3 6 3 6 0 0 0 0 3 4 3 5

N 52 47 22 17 74 64

The “moderator” columns report the number of studies that were included in the moderator analyses for each moderator variable. Only moderator
variables with four or more studies were considered for the moderator analyses.

surveys conducted in North America to 30% for the mail
surveys targeting experts.

As for four variables the respective mode-specific con-
fidence intervals for the proportion of late respondents did
not overlap, four potential mode-specific moderators were
identified (Table 6, in the leftmost column): i.e., when the
studies were conducted in North America, when the studies
were published in a methodological journal, when the field
period of the studies was 57 days or longer, and when the
survey length was (very) short, the share of late respondents
in the web survey studies was potentially higher compared
to that in mail survey studies.

To check the robustness of our results, additional meta-
regressions were performed. Because the multiple meta-re-
gression analyses failed to uncover any potential moderator
variable consistently across both modes, we concluded that
the sample of potential moderator variables examined could
not reliably explain the proportion of late respondents.

6 Discussion

The results presented in this paper add several more pieces
to the puzzle of differences between survey modes and pro-
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vide aggregate information on late responding in web sur-
veys for the first time. Our research has implications for
future research on late responding, which we will discuss
in Section 6.3 below.

6.1 Summary

To the best of our knowledge, this paper offers the first sys-
tematic attempt to describe and categorize the wide variety
of definitions of late responding used in the research litera-
ture. Our findings confirm that the definitions used vary con-
siderably within and across both modes. While half of the
studies use a dichotomous definition identifying a threshold
that separates early and late respondents, the reviewed lit-
erature offers an either–or approach, an increasing level of
“partial cooperation” approach, or a linear approach of “par-
tial cooperation.” Although some deductions and findings
point to a motivational component, it remains ambiguous
what constitutes the phenomenon of late responding.

With the meta-analytic approach chosen, we identified
the overall average share of late respondents to be slightly
more than a quarter of the total sample (around 27%). This
result was confirmed by an additional analysis using a sub-
sample with a homogeneous phenomenon definition. Nev-
ertheless, despite identified differences in operationaliza-
tion preferences and considerable differences in the target
population, sample, and survey design practices between
the mail and web survey studies, no mode effect was de-
tected. One reason for this could be that, not only between
but also within each of the two-mode subsamples, survey
design practices vary considerably. Moreover, the average
mode difference for one of the key variables—that is, the
number of reminders—was rather small. It seems that the
commonly applied practices of the web survey mode, such
as shorter reminder intervals and field times as well as the
more frequent use of refusal aversion techniques lead to
a similar result as for mail surveys. Nevertheless, if this
generous quarter provides worse survey data, that is a rel-
evant proportion for web and mail surveys a like, and we
definitively should know more about it.

With the moderator analysis, the paper addresses another
little researched aspect of the late-responding phenomenon.
However, across the two modes, none of the tested poten-
tial moderator variables were confirmed consistently, and
the identified three web survey-specific moderator variables
must be interpreted with caution for various reasons. Our
results indicate that moderator variables influence late re-
sponding differently in the two modes. However, the identi-
fied heterogeneity between and within the two modes plays
into this as well. Given these results and considering the
possible interdependencies of different moderator variables,

further research into what moderators contribute to late re-
sponding is needed.

6.2 Limitations

There are however some restrictions that limit the general-
izability of the findings. One main problem was the missing
data at different levels, which affected the robustness of the
results in a variety of ways. Due to missing data about the
share of late respondents, ten studies had to be excluded
from the meta-analytical analyses because no effect size
could be calculated. Additionally, information on the rele-
vant survey design variables in the studies was sometimes
incomplete. In particular, information on the length of the
survey or the length of the field period as well as the in-
formation whether a study was a panel study or not, was
missing for a substantial number of studies. Given these
limitations in the dataset, which also led to a broad catego-
rization of moderator variables into mostly only two levels,
we must assume that relevant moderators or moderator cate-
gories may go undetected. Furthermore, the potential mode-
specific moderator variables that were identified should be
interpreted with caution. Last but not least, due to the lack
of detailed information on data quality for late respondents,
especially item nonresponse, no conclusions could be drawn
on possible relationships between the different definitions
of late responding and data quality. However, we hope that
with the current Open Science movement, in the future,
more data will be available for rerunning our analyses to
overcome any missing data problems we faced in our meta-
analysis (see also Kaufmann et al., 2016).

Another limitation is that probable selectivity of the
study sample must be assumed because the keywords for
the literature search were rather narrowly defined, and the
final sample consisted almost exclusively of peer-reviewed
studies. Moreover, the subsample for the web surveys was
rather small. Nevertheless, the additional measures taken
to control for these issues, such as an additional search
for unpublished conference and methods papers, multi-
ple robustness checks for outliers, publication bias, and
publication dependencies, revealed no evidence of missing
publications.

Finally, as some moderator variables may not be in-
dependent from each other, more complex analyses are
needed to reveal possible patterns of moderators. This fur-
ther strengthens the notion that participants’ response be-
havior is influenced by more than one survey characteristic.
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6.3 Implications for Survey Research and Practice

Our research findings not only suggest that late respond-
ing is a substantive phenomenon for web and mail surveys
alike, but they also reveal various important research gaps.
First, more systematic theoretical and empirical ground-
work is needed to capture the phenomenon more precisely.
In doing so, relationships to data quality, survey outcomes,
and sample characteristics need to be more systematically
considered and tested for variations in survey (design) cha-
racteristics. Given a large number of possible survey design
variations and taking into account the interdependence of
different design decisions, further studies, especially web
surveys, are needed that carefully and comprehensively re-
port all relevant sample and design characteristics. Another
promising line of inquiry might be to examine whether dif-
ferent reasons for late responding lead to different effects on
different indicators of data quality. From there, one could
investigate whether, for different modes, other people re-
spond with delay and whether the patterns of reasons vary
and thus affect data quality differently.

As for survey practice, these findings underscore that sur-
vey practitioners need not worry that the proportion of late
respondents will increase if they use a web survey instead
of a mail survey. Furthermore, based on the most commonly
identified practice, it is recommended to define “late respon-
dents” as respondents completing the survey only after the
first reminder is sent. From this baseline, it would then be
meaningful to look at other commonly used definitions and
systematically examine their effects on data quality and rel-
evant study outcomes. Our meta-analytic findings suggest
that a 21–31% proportion of late respondents in a mail or
web survey can be considered “normal,” whereas a consid-
erably lower or higher share can be taken as a motivation for
conducting a more in-depth analysis of the possible reasons
to better understand the underlying dynamics.
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Appendix

Table A1

Summary of the Data Quality Differences between Early and Late Respondents

Study Mode
1= mail
2= web

Late re-
sponse
defini-
tion

Data quality indicator
(0= no difference, 1= difference, 2= mixed results)

Comments

Item
non-re-
sponse

Breakoff Quality
of open-
ended
questions

Motivated
Misre-
port-
ing

Non-
sub-
stantive
answers

Equi-
va-
lence

Brehaut et al.
(2006)

1 Extreme
group

1 – – – – – Significant effect for those
who responded after the
third reminder compared
to those who responded
earlier

Friedman et al.
(2003)

1 Threshold 2 – – – 2 – Significant effects for
several variables for 2 out
of 3 survey waves

Helasoja et al.
(2002) (1)

1 Threshold 2 – – – – – No significant effects, but
consistently higher item
nonresponse for late
respondent for all four(*)
countries

Helasoja et al.
(2002) (2)

1 Threshold 2 – – – – –

Helasoja et al.
(2002) (3)

1 Threshold 2 – – – – –

Hox et al.
(2012)

1 Threshold – – – – – 0 No differences in measure-
ment structure

Korkeila et al.
(2001)

1 Threshold 2 – – – – – Only significant differ-
ences for the request for
consent as well as for
the sensitive topics were
found

Bach et al.
(2020) (1)

2 Extreme
group

– – – 2 – – There seems to be small
evidence for a connection
between respondents’
reluctance and motivated
misreporting

Bach et al.
(2020) (2)

2 Extreme
group

– – – 0 – –
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Table A1

(Continued)

Study Mode
1= mail
2= web

Late re-
sponse
defini-
tion

Data quality indicator
(0= no difference, 1= difference, 2= mixed results)

Comments

Göritz and
Stieger (2009)
(1)

2 Continous 0 2 – – – – In Exp. 1, the sooner
people responded if they
had been given a tight
deadline the more likely
they completed the survey

Göritz and
Stieger (2009)
(2)

2 Continous 0 0 –

Göritz and
Stieger (2009)
(3)

2 Continous 0 0 – – – –

Göritz and
Stieger (2009)
(4)

2 Continous 0 0 –

Rao and Pen-
nington (2013)

2 Extreme
group

1 1 – – – – The differences in missing
data and the break-off rate
among early, intermediate,
and late respondents were
significant

Smyth et al.
(2009)

2 Threshold – – 1 – – – Only late respondents are
influenced by box size,
with those receiving the
small box giving signif-
icantly shorter responses
than those receiving the
long box

Smyth et al.
(2009)

2 Threshold – – 0 – – – No differential effects be-
tween both groups were
found for motivating in-
structions

Smyth et al.
(2009)

2 Threshold 0 – 2 – – – The “important” intro-
duction compared to no
introduction significantly
increased both themes and
elaboration among late but
not early respondents

Note: (*) In Estonia, the information of response round was not available. Therefore, these study results were not included in the systematic review
and meta-analysis.



LATE RESPONDING IN WEB AND MAIL SURVEYS: A SYSTEMATIC REVIEW AND... 487

Ta
bl

e
A

2

M
et

a-
re

gr
es

si
on

of
Po

te
nt

ia
lM

od
er

at
or

Va
ri

ab
le

s
on

th
e

Ta
rg

et
Po

pu
la

ti
on

/S
am

pl
e

an
d

th
e

Su
rv

ey
D

es
ig

n
(I

nc
lu

di
ng

D
ic

ho
to

m
iz

ed
Va

ri
ab

le
s)

W
eb

M
ai

l
To

ta
ls

am
pl

e

V
ar

ia
bl

e
N

B
Se

p
R

2
N

B
Se

p
R

2
N

B
Se

p
R

2

Ta
rg

et
Po

pu
la

ti
on

&
Sa

m
pl

e

E
xp

er
ts

:y
es

17
0.

09
0.

06
0.

12
0.

00
47

0.
05

0.
07

0.
43

0.
69

64
0.

06
0.

05
0.

20
0.

00

Sa
m

pl
e:

G
en

er
al

Po
pu

la
ti

on
17

–0
.1

2
0.

03
0.

00
a

70
.4

0
47

–0
.0

6
0.

06
0.

31
2.

90
64

–0
.0

7
0.

03
0.

02
a

38
.8

0

R
es

po
ns

e
ra

te
:>

50
%

17
0.

06
0.

03
0.

06
54

.2
0

44
0.

00
0.

06
0.

97
0.

46
61

0.
02

0.
04

0.
61

11
.3

0

C
ou

nt
ry

:N
or

th
A

m
er

ic
a

17
0.

16
0.

04
0.

00
a

19
.2

0
47

–0
.1

5
0.

05
0.

00
7a

31
.4

6
64

–0
.0

4
0.

04
0.

30
1.

83

Fi
el

d:
H

ea
lt

h
17

–0
.1

0
0.

05
0.

02
a

7.
60

47
0.

00
0.

06
0.

92
16

.6
0

64
–0

.0
4

0.
04

0.
35

3.
20

Fi
el

d:
M

et
ho

d
17

0.
15

0.
03

<
0.

00
01

a
64

.9
0

47
–0

.0
4

0.
07

0.
59

27
.6

0
64

0.
04

0.
05

0.
37

9.
00

Su
rv

ey
de

si
gn

Fi
el

d
pe

ri
od

:5
7

an
d

m
or

e
da

ys
15

0.
18

0.
05

0.
00

2a
1.

56
41

–0
.0

4
0.

04
0.

33
9.

80
56

0.
00

0.
04

0.
93

1.
60

In
te

rv
al

to
fir

st
re

m
in

de
r:

0
to

14
da

ys
–1

–
–

–
–

39
–0

.0
3

0.
04

0.
45

10
.6

0
51

–0
.0

1
0.

04
0.

68
10

.8
7

Su
rv

ey
le

ng
ht

:m
ed

iu
m

an
d

lo
ng

13
–0

.0
5

0.
03

0.
16

63
.4

0
25

0.
06

0.
05

0.
22

26
.1

0
38

0.
00

0.
03

0.
88

48
.5

7

R
em

in
de

rs
:3

an
d

m
or

e
14

0.
03

0.
07

0.
50

64
.9

0
47

–0
.0

5
0.

06
0.

44
0.

54
61

–0
.0

2
0.

05
0.

59
1.

26

Pe
rs

on
al

iz
ed

:
ye

s
17

0.
02

0.
05

0.
62

5.
00

47
–0

.0
2

0.
06

0.
73

25
.0

9
64

0.
00

0.
04

0.
98

0.
85

In
ce

nt
iv

e:
ye

s
17

0.
05

0.
05

0.
31

6.
80

47
–0

.0
3

0.
05

0.
66

24
.1

0
64

0.
00

0.
04

0.
95

0.
60

M
od

e
64

–0
.0

2
0.

04
0.

61
22

.4
0

1:
O

nl
y

da
ta

fo
r

on
e

of
th

e
tw

o
va

lu
es

ar
e

av
ai

la
bl

e.
N

ot
e:

a
A

na
ly

se
s

re
ve

al
in

g
a

si
gn

ifi
ca

nt
im

pa
ct

.



488 ELLEN LAUPPER, ESTHER KAUFMANN, REIPS ULF-DIETRICH

RE Model

0.00 0.25 0.50 0.75 1.00

Proportion

Witry, 2021
Jouriles, 2020
Giroux, 2020
Bach_2, 2020
Bach_1, 2020
Klingwort, 2018
Estelami, 2015
Sigman, 2014
Rao, 2013
Parker, 2012
Kypri, 2004
Smyth_3, 2009
Smyth_2, 2009
Smyth_1, 2009
Blank, 2009
Hansen, 2007
Kypri, 2011
Dykema, 2021
Lie, 2019
Rueegg, 2017
Maitland_2, 2017
Maitland_1, 2017
Randall, 2015
Dykema, 2015
Clendenning, 2013
Meiklejohn, 2012
Maclennan, 2012
Hox, 2012
Kowall, 2010
Hazell_2, 2009
Hazell_1, 2009
Vink, 2008
Rashidian_2, 2008
Rashidian_1, 2008
Menachemi, 2006
Fejer, 2006
Brehaut, 2006
Bilodeau_4, 2006
Bilodeau_3, 2006
Bilodeau_2, 2006
Bilodeau_1, 2006
Perneger, 2005
Parashos, 2005
Nakai, 2005
Mallen, 2005
Oremus, 2004
Olowokure, 2004
Lahaut_3, 2003
Lahaut_2, 2003
Lahaut_1, 2003
Friedman, 2003
Chen_2, 2003
Chen_1, 2003
Brogger, 2003
Puleo, 2002
Manjer, 2002
Helasoja_3, 2002
Helasoja_2, 2002
Helasoja_1, 2002
Barclay, 2002
Mott, 2001
Korkeila, 2001
Gasquet, 2001
Collins, 2000

0.35 [0.34, 0.37]
0.14 [0.12, 0.15]
0.28 [0.27, 0.28]
0.25 [0.24, 0.26]
0.25 [0.24, 0.26]
0.21 [0.21, 0.22]
0.56 [0.48, 0.63]
0.41 [0.41, 0.41]
0.11 [0.11, 0.11]
0.33 [0.23, 0.43]
0.19 [0.17, 0.21]
0.50 [0.47, 0.53]
0.50 [0.47, 0.53]
0.50 [0.47, 0.53]
0.08 [0.07, 0.10]
0.21 [0.16, 0.26]
0.21 [0.19, 0.22]
0.10 [0.08, 0.12]
0.26 [0.24, 0.28]
0.42 [0.39, 0.44]
0.08 [0.07, 0.09]
0.04 [0.03, 0.05]
0.35 [0.28, 0.42]
0.20 [0.18, 0.22]
0.08 [0.06, 0.10]
0.11 [0.09, 0.12]
0.20 [0.18, 0.22]
0.48 [0.44, 0.52]
0.31 [0.27, 0.35]
0.17 [0.16, 0.18]
0.11 [0.10, 0.12]
0.29 [0.27, 0.31]
0.47 [0.37, 0.57]
0.45 [0.37, 0.54]
0.37 [0.36, 0.39]
0.30 [0.28, 0.31]
0.13 [0.10, 0.18]
0.39 [0.37, 0.41]
0.51 [0.49, 0.53]
0.28 [0.26, 0.30]
0.26 [0.24, 0.28]
0.31 [0.28, 0.33]
0.40 [0.36, 0.44]
0.24 [0.19, 0.30]
0.33 [0.30, 0.36]
0.53 [0.43, 0.62]
0.30 [0.29, 0.32]
0.25 [0.23, 0.27]
0.21 [0.19, 0.22]
0.38 [0.30, 0.46]
0.06 [0.06, 0.07]
0.10 [0.07, 0.14]
0.12 [0.09, 0.14]
0.11 [0.10, 0.11]
0.26 [0.23, 0.29]
0.57 [0.57, 0.58]
0.49 [0.47, 0.51]
0.52 [0.50, 0.54]
0.53 [0.51, 0.55]
0.45 [0.41, 0.50]
0.10 [0.09, 0.11]
0.18 [0.17, 0.18]
0.16 [0.13, 0.20]
0.31 [0.29, 0.33]

0.27 [0.23, 0.31]

Fig. A1

Forest Plot of All Considered Studies (n = 64) Note: This forest plot includes all considered studies (n = 64). On the left side,
you see the first authors’ name of each study and the publication year. On the right side you see for each study the portion
of late respondents and the associated confidence interval. In the middle, you see each study with their confidence interval
plotted. At the bottom, the aggregated meta-analytic value across the 64 studies is plotted represented by an average portion
of 27% of late respondents across studies
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Fig. A2

Different Outlier Analyses on the Overall Database of 64 Studies (N) Note: According to Viechtbauer and Cheung (2010)
we presented a plot of the externally standardized residuals, DFFITS values, Cook’s distances, covariance ratios, estimates
of τ 2 and test statistics for (residual) heterogeneity. These different outlier analyses considering the complete dataset of
64 studies were conducted. As you see from the different plots, no study is marked by a red dot, hence, there is no outlier
study revealed. For further information about outlier analysis, we refer the interested reader to the well described overview
in Viechtbauer and Cheung (2010)
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Fig. A3

Forest Plot of the Subsample of Studies with Web Surveys (n = 17) Note: This forest plot in-
cludes all web studies (n = 17). On the left side, you see the first authors’ name of each study
and the publication year. On the right side you see for each study the portion of late respondents
and the associated confidence interval. In the middle, you see each study with their confidence
interval plotted. At the bottom, the aggregated meta-analytic value across the 17 studies is
plotted represented by an average portion of 29% of late respondents across studies
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Fig. A4

Forest Plot of the Subsample of Studies with Mail Surveys (n = 47) Note: This forest plot includes all web studies (n = 47).
On the left side, you see the first authors’ name of each study and the publication year. On the right side you see for each
study the portion of late respondents and the associated confidence interval. In the middle, you see each study with their
confidence interval plotted. At the bottom, the aggregated meta-analytic value across the 47 studies is plotted represented by
an average portion of 27% of late respondents across studies
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