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In the research literature on survey methodology, there is considerable discussion of inter-
viewer effects and how to prevent data fabrication; however, there is little discussion of the
detection of data fabrication by interviewers in published data, and there are even fewer papers
examining the phenomenon of employees of survey research organizations fabricating data.
Among them, Blasius and Thiessen (2015) show for the PISA 2009 principals’ data that em-
ployees of survey research organizations in some countries duplicate cases to generate data.
While the authors focus there on exact copies, more sophisticated data fabrication techniques
might include duplicating whole cases and subsequently changing a few entries. By calculating
Hamming distances and applying them to the same data, we show that—in some countries in
particular—large parts of the data have been duplicated, and most of them have been retrospec-
tively modified to a small degree.
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1 Introduction

In the literature there is a great deal of discussion of in-
terviewer effects and respondent behaviour. Many papers
concentrate on interviewees whose response behaviour con-
sists of giving merely sub-optimal answers, a phenomenon
that is known as satisficing (Krosnick, 1991; Krosnick & Al-
win, 1987), or strong satisficing (Krosnick et al., 1996) in in-
stances where interviewees give arbitrary answers. Another
widespread topic of discussion concerns interviewer effects,
and specifically how to prevent interviewers from fabricat-
ing data. The discussion began with Crespi (1945, p. 431)
claim that the “cheater problem is essentially a moral one”,
whereby cheating “lies as much in the structure of the bal-
lots and the conditions of administration as in the personal
integrity of the interviewer”. He discusses several question-
naire problems that might demoralize interviewers, e.g., un-
reasonable length, too many “why’s and what for’s” (Crespi,
1945, p. 438), apparent repetition of questions, lengthy word-
ing, or complex, difficult, and antagonizing questions. Al-
most 60 years later, Groves (2004, p. 2) provides a broad def-
inition of interviewer falsification, which “means the inten-
tional departure from the designed interviewer guidelines or
instructions, unreported by the interviewer, which could re-
sult in the contamination of data. ‘Intentional’ means that the
interviewer is aware that the action deviates from the guide-
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lines and instructions.” They discuss various control strate-
gies and state that the “various control practices are actively
followed in most survey organizations, so the prevalence of
falsification is quite low” (Groves, 2004, p. 2). For a recent
examination of interviewer effects and how to monitor inter-
viewers see, among many others, the reader by Olson et al.
(2020).

There is, in contrast, very little discussion of the detection
of data fabrication by interviewers and other survey organi-
zation employees; scholars and researchers seem to believe
that (1) survey institutes take care that their control mecha-
nisms are sufficient for detecting fabricated interviews, and
(2) employees of survey research organizations do not fabri-
cate data. Both assumptions do not hold: Data fabrication
by interviewers and by other survey organization employ-
ees does occur (Blasius, 2018; Blasius & Thiessen, 2012,
2015, 2021; Cohen & Warner, 2021; Hernandez et al., 2022;
Koczela et al., 2015; Kuriakose & Robbins, 2016; Schafer
et al., 2005; Slomczynski et al., 2017; Yamamoto & Lennon,
2018) and sometimes occurs at levels that must necessarily
undermine confidence in survey results. It is therefore impor-
tant that principal investigators and survey managers have the
tools to detect data fabrication. This paper discusses a new
method for detecting fabricated data—the Hamming distance
(HD)1—and we demonstrate its advantages over previous ap-
proaches.

According to Blasius and Thiessen (2012), there are three
actors involved in the data collection process: interviewees,

1To the best of our knowledge, the idea to use the Hamming
distance for detecting duplicates in survey data was first aired by
Powałko (2015).
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interviewers, and other employees of survey research orga-
nizations. In all of these three groups there are individuals
whose intention may be to minimize their own time and en-
ergy commitment. While interviewees who are (strong) sat-
isfiers prefer to invest as little time as possible in the inter-
view (Krosnick, 1991), interviewers might actually be acting
rationally in conducting as many interviews as possible as
quickly as they can (Blasius & Thiessen, 2021). The same
should be true for other employees of survey research or-
ganizations, obligated as they are to collect a certain num-
ber of interviews in a certain time; the person(s) responsible
for the field work must deliver the contracted number of in-
terviews to a fixed deadline—and may duplicate data to do
so. To provide a general framework encompassing potential
wrongdoing on the part of all three actors who might impact
data quality (strong satisfiers, interviewers who (partly) fab-
ricate their interviews, and survey organization employees
who generate data via copy-and-paste), Blasius and Thiessen
(2012) propose the term “simplification”.

Research organization employees who have access to the
electronic data file can simplify their assignments by fabri-
cating entire interviews, in the simplest case via copy-and-
paste (Blasius, 2018; Blasius & Thiessen, 2015). For PISA
(Program for International Student Assessment), Blasius and
Thiessen (2015) and Blasius (2018) show that, in certain
countries, large parts of the school principals’ questionnaires
had been duplicated, sometimes even triplicated and quadru-
pled. The authors found the largest share of such duplications
in Slovenia, the United Arab Emirates (UAE), and Italy.

Since school principals’ data in PISA are obtained via
self-administered questionnaires, only two sources of sim-
plification are possible: First, the respondents may sim-
plify their tasks by utilizing simple response patterns such
as straight-lining or giving stereotypical answers; second,
the employees of survey research organizations may simplify
their tasks by duplicating cases.

In this paper, we use the principals’ data from PISA 2009
(OECD, 2009) and discuss a new methodological approach
to explore the process and scope of data fabrication via copy-
and-paste. While Blasius and Thiessen (2012, 2015), Slom-
czynski et al. (2017) and Blasius (2018) consider only com-
plete copies, i.e., the simplest form of data fabrication, we
also include copies in which minor changes were made, i.e.,
by changing a few values in a large set of items. Using the
Hamming distance (Hamming, 1950), we will present an ap-
proach for detecting not only complete duplicates, but also
those where single entries have been modified. The entire
distribution of all variables from all respondents is taken into
account, thus enabling the construction of statistical tests to
detect whether or not the similarities between two interviews
can be explained by random chance.

The dataset is publicly available, well known, and widely
used within the social and educational sciences. Further-

more, in many of the participating countries, the PISA sur-
veys’ results, which are collected under the aegis of the
OECD, make headlines in the national newspapers and TV
news.

2 State of Research

Among the recent approaches for detecting fabricated in-
terviews are scaling techniques, especially principal compo-
nent analysis (PCA) and multiple correspondence analysis
(MCA)—the latter method is also known as homogeneity
analysis (Gifi, 1990). Both methods provide factor loadings,
factor scores, eigenvalues, and explained variances. When
applying these techniques to the detection of fabricated in-
terviews, the focus is not on a specific, substantive solution,
but solely on the factor scores. If they are the same on all
dimensions the cases are identical.

2.1 Detecting identical response patterns

Blasius and Thiessen (2012, p. 64) apply MCA to a set of
36 variables in successive order from the World Value Sur-
vey 2005–2008 (v60–v95, in the public use file), including
“eight four-point variables on gender roles, one 10-point sat-
isfaction with financial situation variable, two ranking scales
of four choices on national goals, six ranking scales of four
choices on materialism and post-materialism values, 10 six-
point self-description variables, and four 10-point variables
on technology”. It is evident that most of these items are not
inter-correlated. But regardless of the questions’ content, the
same responses to all 36 items provide the same factor scores
on all dimensions. A visualization of the frequencies of each
nation’s factor scores with bar charts shows that, as expected,
most of the countries did not exhibit any identical response
patterns (IRPs) such as duplicates, triplets, or quadruplets.
However, some countries showed many IRPs, among them
South Korea, Ethiopia, and India (Blasius & Thiessen, 2012,
p. 66).

In a comprehensive study, Slomczynski et al. (2017) anal-
ysed 1,721 national surveys in 22 international projects, cov-
ering 142 countries and 2.3 million respondents. They found
a total of 5,893 duplicates (which they call non-unique re-
sponses or NURs) concentrated in 162 national surveys, in
17 projects and 80 countries. Further, 80% of all NURs are
present in just 14 surveys, while the remaining 148 surveys
contain 20% of the NURs (Slomczynski et al., 2017, p. 5).

In social surveys in which both interviewers and other
employees of survey research organizations are involved in
gathering the data, both actors can be responsible for IRPs.
In PISA, besides the student assessments, the principals
(or their substitutes) of the randomly selected schools were
asked to fill in a self-administered questionnaire concerning
the conditions at their school. This information is needed for
all analyses that involve schools’ characteristics, for example
school equipment and teachers’ abilities. Because there are
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no interviewers, IRPs in the respective datasets can be only
manufactured by those employees of survey research orga-
nizations who have access to the electronic data file, which
might be a single individual.

2.2 Data fabrication by survey organization employees

Distributed throughout a total of 18,233 cases, across 184
items—making 1.729 · 1072 theoretically possible response
patterns—Blasius and Thiessen (2015) found 101 different
IRPs (91 duplicates, 8 triplets, 2 quadruplets, in total 214
cases) in the 2009 PISA principals’ data. Since the prob-
ability of even the one-off re-occurrence of a pattern is al-
ready vanishingly small (5.78 · 10−71), the observed quantity
of IRPs is simply so improbable for a total of 18,233 cases
that any explanation other than systematic data manipulation
is unimaginable (Blasius & Thiessen, 2015, p. 486). The un-
even distribution of IRPs among countries further supports
the assumption of deliberate data fabrication via copy-and-
paste. No single IRP arose across the 71 countries that par-
ticipated in the study, and the great share of IRPs occurred
within the three following countries: Italy, Slovenia, and the
UAE. Taking the example of Slovenia, Blasius and Thiessen
(2015, p. 487) observe that approximately 18% of all Slove-
nian cases included IRPs, rendering at least half of those ob-
servations useless as mere duplicates.

In theory, a few duplicates might be “legitimate”, for ex-
ample, when there are two schools in the same building, as
reported in the Technical Report (OECD, 2012) for Slove-
nia; instead of requesting the answers from both principals,
one questionnaire might be copied-and-pasted to save time
and conceal the original error. But this assumption does not
hold: When reducing the item set to 40 variables, Blasius and
Thiessen (2015, pp. 487, 489) find in total 146 duplicates,
19 triplets, and 4 quadruplets—again, the large majority of
this increase in IRPs can be ascribed to Slovenia, the UAE,
and Italy. For example, in Slovenia the number of duplicates
increased from 20 to 41, the number of triplets from 6 to
14, and the number of quadruplets from 1 to 2. This is an-
other very strong indicator of data fabrication by employees
of survey research organizations. Further, the strong increase
of IRPs in Slovenia, the UAE, and Italy is an indicator that
some variables were modified after entire cases were dupli-
cated.

Unlike academic researchers, surveying institutes may
have an additional incentive for cheating through data du-
plication. Kuriakose and Robbins (2016, pp. 283–284) argue
that if “a dishonest firm carries out a sufficient number of in-
terviews among a diverse—and reasonably representative—
segment of the target population, then the results will gen-
erally yield both the expected distributions on known vari-
ables and the proper correlations between variables. If the
observations in this partial survey are duplicated one or more
times, then the required survey sample size is reached at a

substantially lower cost.”
Like other companies, survey research organizations

should not be conceived of solely as uniform agents, but also
as groups of individual actors. When forms of task sim-
plification are observed on an institutional level, this does
not necessarily imply that data fabrication is deliberately
imposed by management. Several constraining factors can
prompt individual employees into illicit task simplification
as well: looming deadlines, unfeasible response rate require-
ments, underperforming subordinated interviewers, incon-
clusive data, etc. A single employee—or indeed a team or
an entire department—might “take matters into their own
hands”. Without a close assessment of the specific situational
context, it is not possible to tell where and when within sur-
vey research institutes intentional data fabrication occurs.

2.3 The Kuriakose and Robbins approach: Percent-
match

Kuriakose and Robbins (2016) conducted a meta-analysis
across multiple studies with a total of 1,008 country-year-
surveys as a basis. Within these datasets, they analysed
the proportions of nearly identical response patterns (NIRPs)
via the Stata module Percentmatch (Kuriakose, 2015). This
module can be used to calculate the highest percentage match
(near duplicates) between observations.

Percentmatch provides a similarity index by dividing the
number of identical items from two observations by the num-
ber of total assessed variables and multiplying this value by
100, resulting in a percentage between 100 and 0 for the de-
gree of matching. To give an example, assuming two cases
and 100 variables, imagine 95 of them have the same re-
sponses in both cases; the remaining five are different, re-
sulting in a similarity index of 95%. This procedure is re-
iterated for every possible combination of observations, and
ultimately the highest percentage match value for each case
is saved in the dataset (Kuriakose & Robbins, 2016, p. 284),
i.e., the resulting number of values is equal to the number of
cases in the dataset.

The authors use 85% as threshold for potential falsifica-
tion. From 1,008 surveys examined, they find that 35.8 per-
cent of the datasets contained no violation of the 85% crite-
rion at all, 46.8% of the surveys included up to 5% NIRPs,
7.2% of surveys included between 5 and 10% NIRPs, and
10.1% of surveys consisted of more than 10% potential fal-
sifications (Kuriakose & Robbins, 2016, p. 287). Simmons
et al. (2016) demonstrated that the method proposed by Kuri-
akose and Robins overestimates the number of fabrications,
since the proposed match statistics are “extremely sensitive
to the number of questions, number of response options,
number of respondents, and homogeneity with the popula-
tion” (Simmons et al., 2016, p. 327). Furthermore, Percent-
match does not provide users with the possibility to deter-
mine whether a NIRP can be flagged because of an outlying
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similarity between two cases.
In the following, we use a program that implemented

the so-called Hamming distance (HD) to address the afore-
mentioned shortcomings of the research design decisions by
Kuriakose and Robbins (2016). While the HD is conceptu-
ally the same measure underlying Kuriakose and Robbins’s
Percentmatch-approach, the actual implementation allows us
to evaluate all pairwise similarities of the observations of the
dataset, and to consider the full distribution of the similari-
ties without using a predefined threshold. The more variables
the dataset contains, the more categories the variables have,
and the more homogeneous they are, the more the cases can
differ. In addition to the number of variables and variable
categories, as well as the sample size, the homogeneity of the
sample has an impact on the distribution of similarities. The
distribution of similarities can then be used to check whether
individual similarities can be considered outliers. It is not
necessary to determine either a (uniform) threshold or the
number of cases (that is, the number of clear similarities be-
tween two cases) which lie above the chosen threshold. The
statement that two cases are “too similar” can be made on
the basis of the estimated probability of the occurrence of
this similarity.

3 Data

For the empirical section of this paper, we use the prin-
cipals’ data from PISA 2009, also used by Blasius and
Thiessen (2015). The data were collected to gather infor-
mation on the level of individual schools—for example, on
resource shortages, management practices, and computer fa-
cilities. The newly downloaded dataset contains 18,641 cases
from 72 countries (OECD (2009); for details such as sam-
pling procedures, see OECD (2012).

Blasius and Thiessen (2015) and Blasius (2018) concen-
trate on IRPs that were detected by way of identical factor
scores. However, employees of survey research organiza-
tions might duplicate cases and change a few entries after-
wards to hide their aberrant behaviour. Cases that have been
duplicated and afterwards slightly modified can be detected
by reducing the set of variables and searching for very similar
factor scores on a large number of dimensions. As an exam-
ple, we present for the Slovenian PISA data a subset of 34
variables (SC11_1 to SC14_5, variable names as given in the
public use file) and 24 cases (Table 1, the columns contain
the variables, the rows contain the interviews, the cells con-
tain the numerical responses to the questions—differences
between the cases are marked).

Table 1 shows several IRPs and some NIRPS with one,
two, and three changes between the cases. For example, ID-
271 differs from ID-16 in the items SC13_12 and SC13_13
(the respective values are interchanged), and ID-247 and
ID-48 are different in the items SC14_1 and SC14_5. The
method applied in Table 1—of searching for similar factor

scores in the first two, three, or four dimensions—can be
used to illustrate the problem in a small subset of the data,
but it is not possible to detect a majority of NIRPs in a large
dataset when a large share of variables is to be included in
the analysis.

The following analyses are based on 202 items; in-
cluded are the questions SC01Q01 to SC02Q01, SC04Q01,
SC05Q01, and SC11Q01 to SC27Q01 (variable names as
given in the public use file). To restrict the dataset to vari-
ables with fewer than 11 categories (with values running
from 0 to 9), we exclude the few variables with metric infor-
mation. The set of selected variables consists of 139 dichoto-
mous questions, 17 questions with three response categories,
40 questions with four response categories, and six questions
with five response categories, resulting in 2139 ·317 ·440 ·56 =

1.70 · 1078 possible response patterns. Including item non-
response, the total number of possible combinations rises to
3139 · 417 · 540 · 66 = 1.52 · 10109, an almost inconceivably
large number. Using the HD, we illustrate how the strings
thus generated can be used to identify IRPs and NIRPs.

4 Method

In order to detect IRPs and NIRPs, the distances between
all cases have to be examined. The central concept of our ap-
proach is to treat the total set of selected variables as a string
of digits, where each variable is represented by a single al-
phanumeric character within the string. For each case in the
dataset, we create a string which will be compared against
all other strings, character by character. Thereby, one single
character represents one single manifestation of a variable in
a sequence of digits (= alphanumeric characters).

All variable values, i.e., all “characters”, of a case are
merged into one single string. The transformation of the
aforementioned 202 items in the PISA 2009 principals’
dataset results in strings with a length of 202 characters. In
the next step, we compare each string with every other string
to compute the distance between them. The more characters
that are identical at the same position, the greater the similar-
ity between the strings.

A commonly used technique to acquire the information
described above is a string metric, which provides a numeric
similarity index to show the relationship between two strings.
String distances offer a way of quantifying how (dis)similar
sequences of symbols (numbers, letters, . . . ) are related to
one another by counting the minimum number of opera-
tions that is required to transform one string into the other
(Navarro, 2001; Van der Loo et al., 2014).

In the following we explain how the HD algorithm op-
erates. An HD requires strings of equal length for a com-
parison of characters, position by position. The number of
positions where symbols do not match each other defines
the distance between two strings. Consequently, the measure
specifies the minimum number of substitution operations re-
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quired to transform string A into string B. Table 2 shows
some examples to demonstrate the concept. For example, the
strings “distaste” and “distance” are identical except for two
letters—the “s” in position 6 has been replaced by “n”, and
in position 7 the “t” has been replaced by “c”; between these
two strings, HD = 2. The words “rocks” and “flock”, while
sharing three common letters, have no character matches in
the same position, so HD = 5. The last example uses con-
catenated digits; between “246754” and “247549”, HD = 4.
Of the six characters, both strings share the first two and dif-
fer in the last four positions.

Applying the method to survey data, a dataset may con-
sist of several thousand strings (cases) with one hundred and
more characters (variables in the questionnaire). Since all
strings are of the same length and each position contains
the same variable among all cases, a pairwise comparison
of characteristics is possible. Thereby, missing values can be
included in the same way as substantive information, namely
as numbers in a string of characters. For example, the charac-
ters “1” to “5” symbolize the valid responses in a five-point
scale, “8” and “9” reflect different possibilities of response
refusals, and “0” symbolizes “not applicable”.

Because this distance measure a) provides information re-
garding similarity based on characters and b) the strings gen-
erated here contain one character per survey item, we are able
to assess the similarity of records by the number of identical
characters. Thereby, two strings with HD = 0 comprise an
IRP that could also be detected via PCA or MCA. However,
the HD not only provides us with the ability to identify IRPs;
it also indicates differences in one or more characters (vari-
ables) between two cases. In general, HDs can serve as a
measure of similarity with a ratio scale for survey data; their
possible values range from zero to K, where K is the number
of variables, i.e., the length of the string.

HDs can be calculated for each pair of cases in the dataset;
the number of pair comparisons is equal to N(N−1)

2 , with N be-
ing the number of cases in the dataset. If N is large enough,
if the cases have been collected independently (which is as-
sumed in most survey data), and if the variables are uncorre-
lated to each other (the great majority of variables within a
dataset is uncorrelated), the resulting HDs follow the normal
distribution, with a mean value of x, i.e. the average number
of identical characters between two strings, and a standard
deviation of sx. This property enables the detection of outly-
ing similarities within the distribution of HDs (e.g., the de-
tection of highly similar cases—IRPs and NIRPs), depending
on the mean, the standard deviation, and the number of pair-
comparisons. For the following calculations we use the R
package stringdist (Van der Loo et al., 2014), and to visual-
ize the marginal distributions of the HDs we give bar charts
and Q-Q plots; the r-code is given in the Online Appendix.

5 Empirical Results

Using the example of PISA 2009, we computed the HDs
for the aforementioned set of 202 items for the entire dataset,
as well as for each individual country. Figure 1 shows the
frequencies of HDs as a bar chart for all cases in the PISA
2009 principals’ survey, with less than 20% of missing val-
ues within the set of 202 items (we thus excluded 486 cases,
or 2.7%). In total, 17,809 cases are included, resulting in
N·(N−1)

2 = 158, 571, 336 observed distances. The bar chart
depicts a normal-looking distribution with a mean of 97.4
HDs, a standard deviation of 11.9, a median of 97, a mode of
97 (consisting of 5,648,774 pair comparisons), and a range
from 0 to 177.

Since the bar chart depicts almost 160 million pair-by-pair
comparisons, the number of comparisons symbolized on the
y-axis exceeds more than 5,500,000 values for HDs close to
the mean (Figure 1). Despite being very short, still visible
on the very left of Figure 1 are the bars symbolizing outlying
HDs with values between 0 and 6 (note the first tick-mark
on the y-axis symbolizes 1,000,000 cases). Using the 95%
confidence interval of [74; 121], there are roughly eight mil-
lion HDs outside the interval. For detecting outlying HDs,
one has to take into account that the number of pair com-
parisons is extremely large. Assuming five standard devia-
tions on both sides of the distribution, the probability of find-
ing a value by coincidence on either the left or right side is
p = 5.73 · 10−7. This is a very small value, but 91 HDs are
still expected to be outside of the corresponding 99.999999%
interval. Therefore, we increase the confidence interval to six
standard deviations.

The probability of finding an outlying HD decreases to
p = 9.87 · 10−10 , the number of expected outlying HDs
decreases to 0.3, and the respective confidence interval is
[26; 169]. However, there are some pair comparisons where
HD ≥ 169 (see Figure 1), and there is a relatively large num-
ber of cases with HD ≤ 26. Although the large majority
of pair comparisons occur between the 72 countries (cross-
country combinations), there is neither an IRP nor a NIRP
with an HD ≤ 20 between the countries—all IRPs and NIRPs
occur within the countries. Table 3 shows the frequency of
HDs within selected countries.

As Table 3 shows, there are 354 occurrences of HDs ≤ 20;
the great majority, namely 290 instances (82 percent), can be
observed within the following three countries: Slovenia, the
UAE, and Italy. When increasing the threshold to HD ≤ 30,
the value for Italy increases from 51 to 102, for Slovenia
from 175 to 253, and for the UAE from 64 to 113 (Online
Appendix, Table A). The scarcity or nonappearance of IRPs
and NIRPs in other countries, and the absence of HD ≤ 20
between countries, strongly suggest a non-random distribu-
tion of IRPs and NIRPs, one which cannot be a product of
mere chance. These results correspond strongly with Blasius
and Thiessen (2015) findings: The authors especially identi-
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Table 2

Examples for the Hamming Distance HD

String A distaste solitarily rocks 246754
String B distance similarity flock 247549
Substitutes s/n, t/c o/I, l/m, t/l, l/t r/f, o/l, c/o, k/c, s/k 6/7, 7/5, 5/4, 4/9
HD 2 4 5 4
Figure 1: PISA 2009, Hamming distances between all principals, bar chart, K =202 variables 

  

N = 17,809 cases with less than 20% missing values;  

Nb of HDs = 17,809 × 17,808 / 2 = 158,571,336; Mean = 97.4; Stdev = 11.9   

Figure 1

PISA 2009, Hamming distances between all principals, bar chart, K = 202 vari-
ables. N = 17, 809 cases with less than 20% missing values; Number of HDs =
17,809·17,808

2 = 158, 571, 336; Mean = 97.4; Std.Dev. = 11.9

fied Slovenia, the UAE, and Italy as countries in which parts
of the data were duplicated.

In the next step we give the bar charts for the HDs in indi-
vidual countries. As examples for legitimate, “unsuspicious”
results, we use the results of Canada, Germany, and Luxem-
bourg (Figure 2). Overall, the subsets of the countries have
a normal-looking distribution of HDs: Canada’s (N = 963)
bar chart is almost smooth, the one for Germany (N = 208)
differs slightly from the normal distribution, and while Lux-
embourg (N = 39) shows some fluctuation, this is due to
the small number of cases. The means of these countries are
smaller than those of the entire sample, which was expected,
since school characteristics are more similar within countries
than between countries.

Figure 3 gives the bar charts for the HDs of Italy, Slove-
nia, and the UAE. It can be seen that Italy and Slovenia ex-
hibit a normal-looking distribution as well, with mean values
and standard deviations close to the three legitimate coun-
tries mentioned above. In contrast, the bar chart for the
UAE shows a “capped” maximum, with a higher mean and a
higher standard deviation than is the case for all other coun-
tries. One explanation for these findings is that the survey
research organisation employees created data records ran-
domly.

Furthermore, Slovenia and the UAE have a barely notice-
able local maximum of HDs close to 0 that reflects the so-
lutions already shown in Table 3. In the case of Italy, the
course of the graph resembles a flat line towards 0: The 12
occurrences of IRPs and the 39 occurrences of NIRPs are
hardly noticeable in the bar chart due to the relatively large
sample size for this country (N = 1037, number of HDs =
538, 203). The bar charts of the HDs and the numerical so-
lutions (HDs ≤ 30) for all countries are shown in the Online
Appendix (Figure A, Table A).

For a better graphical detection of outliers, we apply Q-
Q plots plotting the theoretical quantiles against the sample
quantiles. The diagonal line reflects the expected normal dis-
tribution of the HDs. Figure 4 shows the data for Canada,
Germany, and Luxembourg. For Canada the data fits almost
perfectly in terms of the expected normal distribution. For
Germany there are a few outlying HDs in the upper parts of
the HDs, which are scarcely visible in Figure 2: One possible
explanation is that some schools are quite different in com-
parison to the rest of the national subsample, another expla-
nation is that some principals took little care when answering
the questions—they might be (strong) satisfiers. The devia-
tions for Luxemburg are probably due to the small number of
cases.
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(a) Canada. N = 963; Number of HDs = 463, 203; Mean = 78.1;
Std. Dev. = 10.7
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(b) Germany. N = 208; Number of HDs = 21, 528; Mean = 78.6;
Std. Dev. = 10.4
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(c) Luxembourg. N = 39; Number of HDs = 741; Mean = 77.0;
Std. Dev. = 13.8
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Figure 2

Hamming distances, bar charts, selected unsuspicious coun-
tries

(a) Italy. N = 1038; Number of HDs = 538, 203; Mean = 70.8;
Std. Dev. = 10.6
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(b) Slovenia. N = 341; Number of HDs = 57, 970; Mean = 68.6;
Std. Dev. = 10.7
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(c) United Arab Emirates. N = 333; Number of HDs = 55, 278;
Mean = 85.9; Std. Dev. = 17.5
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Figure 3

Hamming distances, bar charts, selected suspicious coun-
tries
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(a) Canada. N = 963; Number of HDs = 463, 203; Mean = 78.1;
Std. Dev. = 10.7 Canada 

(b) Germany. N = 208; Number of HDs = 21, 528; Mean = 78.6;
Std. Dev. = 10.4 Germany

(c) Luxembourg. N = 39; Number of HDs = 741; Mean = 77.0;
Std. Dev. = 13.8 Luxembourg

Figure 4

Hamming distances, Q-Q-plots, selected unsuspicious coun-
tries

(a) Italy. N = 1038; Number of HDs = 538, 203; Mean = 70.8;
Std. Dev. = 10.6 Italy 

(b) Slovenia. N = 341; Number of HDs = 57, 970; Mean = 68.6;
Std. Dev. = 10.7 Slovenia

(c) United Arab Emirates. N = 333; Number of HDs = 55, 278;
Mean = 85.9; Std. Dev. = 17.5United Arab Emirates

Figure 5

Hamming distances, Q-Q-plots, selected suspicious coun-
tries
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(a) Canada. N = 963; Number of HDs = 463, 203; Mean = 78.1;
Std. Dev. = 10.7 Canada
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Hamming distances, bar charts, minimum distances, selected
unsuspicious countries

(a) Italy. N = 1038; Number of HDs = 538, 203; Mean = 70.8;
Std. Dev. = 10.6 Italy
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Figure 7

Hamming distances, minimum distances, bar charts, selected
suspicious countries
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The aforementioned deviations from the normal distribu-
tion for Italy, Slovenia, and the UAE on the left-hand side
become apparent in the Q-Q plots (Figure 5). At the lower
left edge of the small quantiles, where IRPs and NIRPs are
observable (cf. Table 3), the empirical frequencies deviate
strongly from the expected distribution. Excepting the large
deviations in the left part of the figures, reflecting IRPs and
NIRPs, all three countries follow, for most of their HDs, the
expected frequency distribution.

The Q-Q plots for all countries in the PISA 2009 datasets
are shown in the Online Appendix (Figure B). Except for a
few countries, the observed quantiles are comparable to the
normal distribution. Besides the three countries with suspi-
cious data mentioned above, other countries which exhibit
some outlying HDs include Austria, Belgium, Colombia,
Hungary, Montenegro, Switzerland, and Uruguay. Although
the number of outlying HDs is small, it is very likely that
some kind of mistake has occurred; the respective interviews
should be deleted.

The following plots show country-wise bar charts for the
smallest HD (HDmin) that are found for each case in the data.
The numbers of the visualized distances in these plots are
equal to the sample size. The minimum distances also follow
the normal distribution when the sample size is sufficient, as
is true for Canada. Although Kuriakose and Robbins (2016)
also compute the minimum distances, using the Hamming
distance there is no need for a threshold value, as outlying
HDs can be detected via their distance to the mean, to be
measured in standard deviations. In other words, using the
HD it is possible to compute the probability of occurrence of
each NIRP. The bar charts for Canada, Germany, and Lux-
embourg (Figure 6) show that no case in these countries has
an HDmin ≤ 30.

In contrast to the unsuspicious countries shown in Fig-
ure 6, Italy, Slovenia, and the UAE again give very different
pictures (Figure 7). In Italy, the majority of cases has an
HDmin > 30, but there is a significant number of cases with
an HD ≤ 30. As Table 4 shows, 21 cases have at least one
identical counterpart, and can thus be considered IRPs. The
difference to the 12 IRPs shown in Table 3 results from the
fact that IRPs involving exactly two cases are counted twice
in Table 4, i.e., if case A is identical to B, both cases have
HDmin = 0; in Table 3 they were counted as one pair of
cases, the distance between them being HD = 0. If there
are three identical cases, they count as three HDs in Table
3 (cases A, B, C, comprising pairs AB, AC, and BC, all of
them with HD = 0) and count three times in Table 4 (cases
A, B, and C, all of them with HDmin = 0). In the given
example there are nine duplicates and one triplet (with re-
spect to HDmin, nine duplicates are equal to 18 cases, one
triplet consists of three cases, ergo in sum there are 21 cases
with distances of HDmin = 0; with respect to HD, nine du-
plicates add up to nine pair-comparisons with HD = 0, one

triplet to three pair-comparisons with HD = 0, resulting in 12
pair-comparisons with HD = 0). In addition, 17 cases have
HDmin = 1, seven cases have HDmin = 2, two cases have a
HDmin = 3, and four cases have HDmin = 4. In total, there are
69 cases with HDmin ≤ 10. For the UAE, Table 3 shows 31
pair-comparisons of HD = 0, while Table 4 shows 62 cases
with HDmin = 0. It can be concluded that the responses of 31
principals have been duplicated without further modification,
resulting in the responses of 62 ostensible principals. The
solutions for all countries are shown in the Online Appendix
(Figure C).

6 Discussion

Although there is considerable discussion of interviewer
effects and the prevention of data fabrication by interview-
ers (Blasius & Thiessen, 2021; Crespi, 1945; Groves, 2004;
Olson et al., 2020), there is very little discussion of how to
detect IRPs and NIRPs in published datasets (Blasius, 2018;
Blasius & Thiessen, 2012, 2015; Hernandez et al., 2022;
Koczela et al., 2015; Kuriakose & Robbins, 2016; Sarracino
& Mikucka, 2017; Slomczynski et al., 2017). Kuriakose and
Robbins (2016) describe duplicated data, and identify survey
companies as a possible source for fabricated data. To our
knowledge, Blasius and Thiessen (2015) and Blasius (2018)
were the first to propose employees of survey research or-
ganizations as the origin for data fabrication. Because the
PISA principal data were collected without the presence of
an interviewer, only the employees of survey research orga-
nizations with access to the electronic data file could have
duplicated these data.

The string-based technique proposed here provides a
quick and easy way to detect copy-and-paste strategies in
survey data. As shown, the frequency distributions of all
distances from the entire set of pair-by-pair comparisons and
HDs, as well as the minimum HDs, can be used to identify
IRPs and NIRPs in the dataset.

In comparison to existing methods, our approach offers
two advantages: First, in contrast to Blasius and Thiessen
(2015), Slomczynski et al. (2017), and Blasius (2018), the
HD enables the detection of NIRPs—it is possible to show
both how many variable categories in each pair of cases are
different and the probability of their occurrence. Applying
MCA or PCA allows researchers to find IRPs (duplicates,
triplets, . . . ); in this case there is no difference to HD. If the
number of variables and cases is strongly restricted, and if
one is willing to compare factor scores for a number of di-
mensions, it is possible to find NIRPs with a limited number
of differences. In contrast, when applying the HD, all IRPs
and all NIRPs on all levels can be computed. The analysis
of string distances is restricted only by computational power,
but even a cross-comparison of 18,000 cases and 200 vari-
ables (see Figure 1) can be performed with a standard laptop.

The most important advantage of the proposed HD ap-
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proach is that the entire set of all similarities between all
cases is computed. From the distribution of all HDs within
a dataset, the mean and standard deviation can be calculated,
so that the probabilities of the occurrence of IRPs and NIRPs
can be determined. These calculations include the number of
variables and the number of their categories, the frequency
distribution of the category values within the variables, the
number of cases, and the homogeneity of the sample. It is not
necessary to specify a fixed threshold for outlying similarities
and to specify a certain percentage of cases in order to flag
a dataset as (partly) fabricated. Based on the probabilities of
the outlying HDs being part of the dataset, one can decide to
either delete the respective cases and use the remaining part
of the data, or to classify the entire dataset as fabricated. To
pre-empt possible mistakes – for example, entering the same
questionnaire data twice—we suggest that survey research
organizations run the proposed procedure before publishing
their data.

As shown by Sarracino and Mikucka (2017), estimates
can already be biased even when the number of duplicated
cases is relatively low. When deciding how to handle fab-
ricated data, there are at least two scenarios that have to be
distinguished from one another. In the first scenario, only
a few interviews are duplicated, as shown for Austria, Bel-
gium, Switzerland, and some other countries. In this case,
one can assume this happened by accident. Since entire in-
terviews are duplicated, for secondary analysis there is no
way to establish which interview is the original and which is
the copy. Therefore, our recommendation is to delete the in-
terviews in question. In the second scenario, a large number
of interviews have been duplicated, as is the case for Slovenia
and the UAE. One can identify the respective interviews, and
might then simply delete them, but the level of widespread
manipulation in these countries gives rise to the following
question: Can the remaining interviews be trusted when it is
evident that at least a (relatively) large part of the data set has
been fabricated?

In conclusion, an approach in which IRPs and NIRPs are
visualized using the Hamming distance enables new ways
of assessing data fabrication. Using this string distance, we
were able to demonstrate that individual aberrant behaviour
by employees of survey research organizations occurs in a
very prominent survey: PISA data, which is gathered un-
der the aegis of the OECD, has been used in thousands of
studies all over the world, including publications in leading
international journals. Although the findings presented here
expose a shocking number of fabricated interviews—at least
in Slovenia, Italy, and the UAE—we still believe PISA data
to be among the best survey data that is currently publicly
available.
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