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In this paper we report the findings from our study which was undertaken to learn if the findings
of Chang and Krosnick (2009), Cornesse et al. (2020), Erens et al. (2014), Maclnnis, Krosnick,
Ho, and Cho (2018), Yeager et al. (2011) would be replicated in Australia. Our Australian On-
line Panels Benchmarking Study (OPBS) involved administering the same questionnaire across
eight independent national Australian samples aiming to achieve approximately 600 completed
questionnaires/interviews from each sample. The questionnaire was administered by the So-
cial Research Centre (SRC), a subsidiary of the Australian National University (ANU), to three
probability samples, and to five nonprobability samples drawn from the online panels operated
by five independent nonprobability online panel providers. A dual-frame telephone sampling
methodology was used for two of the probability surveys and the third used an address-based
sampling (ABS) frame. The target population for the OPBS was persons aged 18 years and
older living in Australia who were fluent in English. The three probability sample surveys
likely had little Coverage Error, a known amount of Sampling Error, a nonignorable amount
of Nonresponse Error, little Adjustment Error, and a small-to-modest amount of Measurement
Error. Overall, the three probability samples as a group were less biased on the substantive
measures and had less variance from the benchmark values, compared to the nonprobability
surveys. The five nonprobability surveys likely had a nonignorable amount of Coverage Er-
ror, an unknowable amount of Sampling Error, a nonignorable amount of Nonresponse Error,
unknown Adjustment Error, and a small-to-modest amount of Measurement Error. Overall,
the five nonprobability panel surveys as a group were more biased on the substantive measures
and had more variance from the benchmark values, compared to the probability surveys. Our
OPBS study replicates very closely with previous comparison studies conducted in other coun-

tries.
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1 Introduction

Around the world nowadays, online panels are routinely
used as a method for gathering survey data. A precursor
of these panels was established in the Netherlands in the
1980s (Saris, 1998), using a probability-based sample of ap-
proximately 1,000 citizens, and telephone as the data col-
lection mode. But with the explosion of the Internet in the
1990s, online panels were established predominantly using
nonprobability-based sampling and computer-assisted web
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data collection (CAWI) in the United States and Europe (Cal-
legaro et al., 2014). And, because the business model for
these nonprobability panels was shown to be profitable, panel
companies started to create their own international footprint
by acquiring established nonprobability panels throughout
the world. Nonprobability research panels were first created
in Australia in the late 1990s (Fine, 2016).

Since the start of online panels, the vast majority of them,
as well as most people who participate in them, have been
established/recruited via nonprobability sampling methods.
This is the case worldwide (see ESOMAR, 2020; Fine,
2016). In parts of Europe and in the United States, the in-
creased use of CAWI also resulted in the establishment of
several probability-based online panels during the late 1990s
and early 2000s onwards, which enabled a high level of cov-
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erage and the scientific and representative sampling of the
population. However, the first Australian probability-based
online panel, Life in Australia™, was not established until
2016.

Using data from the most recent ESOMAR Global Market
Research Industry Report (ESOMAR, 2020, pp. 10, 163) we
estimated that globally in 2019, approximately US$15.3 bil-
lion was spent on online research. The majority of the clients
who use online panels for their research needs choose to
use nonprobability panels instead of probability-based pan-
els. There are many reasons for this, including nonprobabil-
ity panels having much lower cost, being much quicker in
providing data, being more able to generate sufficient num-
bers of respondents from much smaller segments of the gen-
eral population, and an apparent sense that the quality of the
data from these nonprobability panels is fit for the purpose(s)
to which clients will put the data.

2 Previous research

Our study is positioned within the context of a growing
body of international research examining the differences in
the estimates produced from surveys conducted via probabil-
ity sampling methods with those from surveys conducted via
nonprobability online panels. Cornesse et al. (2020) describe
23 such studies from around the world. By country of ori-
gin, there have been 10 such studies reported from the USA,
three from the Netherlands, two each from Germany, Bel-
gium and the UK and one from Canada, Sweden and France,
and this study from Australia. To our knowledge this study
was the first of its kind undertaken outside of Europe and
North America.

In reviewing this previous research, Cornesse et al. (2020,
pp- 14-15) report that

o “...the higher accuracy of probability sample surveys
has been demonstrated across various topics, such as voting
behavior (Chang & Krosnick, 2009; Malhotra & Krosnick,
2007; Sturgis et al., 2018), health behavior (Yeager et al.,
2011), consumption behavior (Szolnoki & Hoffmann, 2013),
sexual behavior and attitudes (Erens et al., 2014; Legleye
et al., 2018), and socio-demographics (Chang & Krosnick,
2009; Dutwin & Buskirk, 2017; Erens et al., 2014; MaclInnis
et al., 2018; Malhotra & Krosnick, 2007; Szolnoki & Hoff-
mann, 2013; Yeager et al., 2011).

e In addition, the higher accuracy of probability sample
surveys has been found across a number of countries, such as
Australia (Pennay, Neiger, Lavrakas, & Borg, 2018), France
(Legleye et al., 2018), Germany (Blom et al., 2018; Szol-
noki & Hoffmann, 2013), the Netherlands (Briiggen, van
den Brakel, & Krosnick, 2016; Scherpenzeel & Bethlehem,
2011), Sweden (Sohlberg, Gilljam, & Martinsson, 2017), the
United Kingdom (Sturgis et al., 2018), and the United States
(Chang & Krosnick, 2009; Dutwin & Buskirk, 2017; Macln-
nis et al., 2018; Malhotra & Krosnick, 2007; Yeager et al.,

2011).

e Furthermore, the higher accuracy of probability sam-
ple surveys has been shown over time, with the first study
demonstrating higher accuracy of probability sample surveys
in 2007 (Malhotra & Krosnick, 2007) to the most recent ones
in 2018 (Blom et al., 2018; Legleye et al., 2018; Maclnnis
et al., 2018; Sturgis et al., 2018). All of these studies from
different times and countries and that focused on different
topics reached the same overarching conclusion that prob-
ability sample surveys led to more accurate estimates than
nonprobability samples.”

3 Our research in Australia

The substantive topics of interest in our Australian study
were self-reported socio-demographics and health determi-
nants and outcomes. The “health” domain was measured
by questions relating to life satisfaction, general health, psy-
chological distress, tobacco and alcohol consumption, and
whether covered by private health insurance. We gath-
ered essentially the same data from national Australian sam-
ples of adults in three probability-based surveys and in five
nonprobability-based surveys. We have compared the data
in these eight surveys, as presented in this article, using a
Total Survey Error framework (see Groves, 1989; Groves &
Lyberg, 2010) to guide our comparisons/evaluations.

Our research was undertaken to learn if the main findings
from the prior international studies would be replicated in
Australia. The conclusions from those studies were broadly
as follows:

e Probability samples were consistently highly accurate
across a set of demographics and nondemographics, espe-
cially after poststratification with primary demographics;

o Nonprobability samples done via the Internet were con-
sistently less accurate, on average, than probability sample
surveys;

e There was considerable variation in accuracy among
the findings of nonprobability samples, much more so than
among probability samples;

e Poststratification with demographics sometimes im-
proved the accuracy of nonprobability sample surveys and
sometimes reduced their accuracy, so this method should not
be relied upon with confidence to try to repair deficiencies in
such samples.

Yeager et al. (2011, p. 737) concluded that “probability
samples, even ones without especially high response rates,
yielded quite accurate results. In contrast, nonprobability
samples were not as accurate and were sometimes strikingly
inaccurate, regardless of their completion rates”. Briiggen et
al. (2016, p. 21) further noted “the inconsistent performance
of online nonprobability panels” and that nonprobability pan-
els that performed well for one set of variables did not nec-
essarily do so for others.
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4 Methodology

Our 2015 Australian Online Panels Benchmarking Study
(OPBS) involved administering the same questions across
eight independent national Australian samples to achieve ap-
proximately 600 completed questionnaires/interviews from
each sample. The questionnaire was devised by researchers
from the Social Research Centre (SRC), a subsidiary of the
Australian National University (ANU), and was administered
to three probability samples by the SRC and to five nonprob-
ability samples each drawn from the online panels operated
by five independent nonprobability online panel providers
in Australia. A dual-frame telephone sampling methodol-
ogy was used for two of the SRC’s probability surveys and
the third SRC survey used an address-based sampling (ABS)
frame.

The target population for each of the eight surveys was
persons aged 18 years and older living in Australia and able
to self-complete the questionnaire in English or be inter-
viewed in English.

4.1 Choosing the Online Nonprobability Panels

Eight Australian online panel providers were invited
to submit a quotation to administer the questionnaire to
members of their Australian nonprobability panels. These
providers were not randomly selected from all panel oper-
ators in Australia but approached based on being known to
the SRC either directly or by repute. Two of the companies
did not submit a proposal by the given deadline and were ex-
cluded. The six remaining companies were assessed against
a range of criteria, excluding price; the lowest rated panel
was excluded.

Of the five companies selected, four complied with ESO-
MAR by addressing all of “28 Questions to Help Buyers of
Online Panels;” the other company partially complied with
the ESOMAR requirements. Three of the five panels were
ISO 26362 accredited. The difference in cost between the
lowest and highest priced panel survey was 24 percent.

Data collection for all eight surveys was undertaken be-
tween October and December 2015 with varying fieldwork
periods designed to accommodate the requirements of each
survey design/mode. Ethical clearance for the conduct of this
research was provided by the ANU Human Research Ethics
Committee.

4.2 Questionnaire

The data collection instrument that was administered to
the eight samples was called the Health, Wellbeing and Tech-
nology Questionnaire. It included a wide range of questions
about health, wellbeing, the use of technology, and demo-
graphics.

While the questions were presented in as consistent a man-
ner as possible, there were some minor differences in pre-

sentation to accommodate the various data collection modes
and formats. The precise wording used for the substantive
questions of interest across the three modes of data collec-
tion used for the surveys (CATI, online, and mailback paper
survey) and the wording of the questions in the benchmark
surveys is provided in Appendix A.' The mailback paper sur-
vey version of the questionnaire is available in SRM’s online
appendix.

The questionnaire covered four broad topic areas:

1. Primary demographics—Sex, age, location, educa-
tional attainment, country of birth, and telephone status.
These are the variables the SRC typically uses for poststrati-
fication weighting.

2. Secondary demographics—Indigenous status, citizen-
ship, enrolled to vote, geographic mobility, employment sta-
tus, language spoken at home, home ownership status, vol-
unteerism, household composition, and earned compensation
(wages/salaries).

3. Substantive measures—General health status, psycho-
logical distress, life satisfaction, private health insurance
coverage, daily smoking status, and alcohol consumption in
the last 12 months.

4. Calibration variables—Early adopter questions and
use of information technology—accessing the internet, in-
ternet use, and online survey participation.

The selection of the calibration variables warrants some
further explanation. Fahimi, Buttermore, Thomas, and Bar-
las (2015, p. 9) found that calibration approaches that in-
volved additional attitudinal and behavioural benchmarks to
the poststratification weight showed “great promise for re-
ducing systematic biases” in surveys. This work demon-
strated that early adopter items, internet and TV usage,
and eligibility for a health-care card differentiate well be-
tween probability and nonprobability samples, thereby mak-
ing them good candidates to include in calibration. Accord-
ingly, these variables were used as the calibration variables
in addition to secondary demographics in this study and the
analysis of how these performed in reducing bias was the
subject of a separate research project (see Neiger, Pennay,
Ward, & Lavrakas, 2017).

All the questions used to measure primary and secondary
demographic characteristics and the substantive items were

LOf note, there is a slight disagreement in the literature on the
best means for trying to achieve data collection mode equivalence.
For example, Dillman (2000) advocates unimodal design, which
would use precisely the same wording and as close to the same
formatting as possible across all data collection modes. On the
other hand, de Leeuw (2005) writes of “generalized [data collec-
tion] mode design” where a slightly different format may be used
across data collection modes to achieve cognitive equivalence of
stimulus. As it applies to our study, what de Leeuw prescribes is
using mode experiments and a more formal process of trying to en-
sure mode equivalence than we were able to deploy. Thus, we opted
to follow the approach prescribed by Dillman.
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adapted from measures included in the Australian 2016 Cen-
sus of Population and Housing or from high quality Aus-
tralian government surveys or official statistics. This is a
critical part of our overall research design as it enables the
accuracy of the estimates derived from the various probabil-
ity and nonprobability surveys to be compared against each
other and against official benchmarks. On average, the ques-
tionnaire took between 6—11 minutes to complete across the
various modes (excluding the paper survey mailback mode
for which the average completion time is unknown).

4.3 Probability-based Surveys: Sample Design and Re-
cruitment

The three probability surveys all used different sampling
designs.

Probability Design 1—Dual-frame Random Digit Di-
alling (DFRDD). This survey was a standalone DFRDD
telephone survey. The samples were randomly generated
landline and mobile phone telephone numbers with 50% of
interviews to be completed via the landline frame and 50%
via the mobile phone frame. For the landline frame, 15
probability-proportional-to-size geographic strata were es-
tablished based on the capital city/noncapital city distribution
of adults across the Australian states and territories, except
for the Australian Capital Territory, which was treated as a
single stratum. If there were two or more eligible adults in a
household, when reaching residential households from the
landline frame, a quasi-random allocation was undertaken
to select one adult with either the “next birthday” or “most
recent birthday”.> A single national stratum was used for
the mobile frame because, in Australia, mobile phone num-
bers do not contain any geographic markers. For the mobile
phone sample, and as is the common practice throughout the
world, the person answering the phone was the person in-
vited to participate in the survey, provided s/he was eligible
to participate.

Probability Design 2—Address-based Sampling
(ABS). The sampling frame used for this survey was the
Australian Geocoded National Address File (G-NAF). G-
NAF is maintained by what is now Geoscape (formerly the
Public Sector Mapping Agency, PSMA Australia), a public
company owned by Australia’s federal, state and territory
governments, and is the authoritative national address index
for Australia. The G-NAF is compiled from existing and
recognized address sources from the state and territory gov-
ernment land records, as well as address data from Australia
Post and the Australian Electoral Commission (Geoscape,
N.d.). The address sample was selected from the G-NAF
database using a stratified sampling design in accordance
with the distribution of the Australian residential population
aged 18 years and over across 15 geographic strata. To
accommodate situations in which more than one person
in a household was eligible, the printed instructions at the

beginning of the CAWI and mailback paper questionnaires
asked for the person aged 18 years or older with either “next
birthday” or “most recent birthday” (randomly alternating)
to complete the questionnaire (please see Footnote 3).
Probability Design 3—DFRDD ANUpoll. Participants
in this survey were recruited at the conclusion of an estab-
lished DFRDD survey, the 21 ANUpoll, in an ongoing se-
ries of polls being undertaken by the SRC for the ANU. Re-
spondents who completed the October 2015 ANUpoll, which
explored attitudes to aging and money, were invited to take
part in “a future study about health and wellbeing.” Contact
details were captured for those who agreed to participate in
the subsequent survey and, depending upon their preference,
these sample members were either emailed a link to com-
plete the questionnaire online or sent a paper survey of the
questionnaire to return via the mail. The ANUpoll survey
(i.e., the host survey used for recruitment) utilized a DFRDD
sampling design with a 60:40 split in the proportion of inter-
views obtained via landline and mobile phone numbers. For
the landline frame the same 15 geographic strata were used.
For the mobile frame a single national stratum was used, for
the reason noted above. When calling the landline sample
the method used to select the household member to interview
when there were two or more eligible adults in a household
was restricted to the “next birthday” method only (as that
was the standard practice for the ANUpolls conducted at that
time). For the mobile phone sample, the person answering
the phone was the person invited to participate in the survey,
provided s/he was eligible to participate. Of the 1,200 re-
spondents who completed the host survey and were invited
to participate in a “future study about health and wellbeing,”
693 (58%) agreed and provided an email address and/or a
physical address for distribution of the questionnaire.

4.4 Nonprobability Surveys: Sample Design and Re-
cruitment

The recruitment methods used to build nonprobability
panels varied considerably. Common elements include ban-
ner advertising on websites, online invitations and messages
embedded on webpages, partnerships, print media, online
marketing, social media and referral programs (Baker et al.,
2010, pp. 720-721; Callegaro et al., 2014; Kennedy et al.,
2016, pp. 6-9). Offline methods are sometimes also used,

ZPast research has shown that randomly alternating the use of
both of the quasi-random “birthday” selection methods (“last” birth-
day and “next” birthday) yields a more representative within-unit
selection of eligibles than using only one method (see Battaglia,
Link, Frankel, Osborn, & Mokdad, 2008; Lavrakas, Tompson, &
Benford, 2010). Each birthday selection method is biased towards
a selection of people born “closest” to the date of the interview, but
the use of both methods within the same survey helps to reduce the
biases.
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but less commonly due to their higher cost. The offline meth-
ods include mail outs, recruitment from offline panels, of-
fline surveys, existing marketing databases of mail or email
addresses, direct recruitment via telephone, mail or face-to-
face and offline media exposure (see Callegaro, Lozar Man-
freda, & Vehovar, 2015, pp. 48-51; see Callegaro et al., 2015,
p. 207). The recruitment methods used by four of the five
nonprobability panel providers that participated in this study
are shown in Table 1.3 Each panel provider was asked to
conduct a “nationally representative” survey of 600 respon-
dents from their respective panels. Of note, no instructions
were provided as to how this task should be carried out, as
we purposely wanted the nonprobability panel providers to
generate samples that would reflect their normal sampling
approaches.

Quota sampling is a very common approach used by non-
probability panels to select those panelists who will provide
data for a questionnaire.* Four of the panel providers ad-
dressed this task by moving the age, sex, and place of res-
idence questions to the beginning of the questionnaire and
using these as screening questions. Data for these primary
demographics are gathered from all their panelists by the
nonprobability panels at the time the panellist initially joins
the panel. These data were gathered anew in our study in the
form of screening questions used to impose the respective
panel’s age, sex and geographic quotas on each nonproba-
bility panel sample in order that they achieved a sample re-
flecting the distribution of the Australian adult population by
these characteristics.

The remaining panel provider (Panel 1) drew its sample
to be “Australian Bureau of Statistics representative” and ap-
plied quotas to their online survey allowing for + 5 percent-
age points variation on the quota groups. To determine how
much sample to draw, this panel provider assumed a within-
panel 20% completion rate (based on average completion
rates for their similar surveys).

Nonprobability panel vendors tend to be secretive about
their specific recruitment methods because, as Callegaro et
al. (2014) observed, “[they] believe that their [own propri-
etary] methods provide them a competitive advantage.” Nev-
ertheless, we did learn the basics of their recruitment meth-
ods. All the online panel providers approached panel mem-
bers via an email to their personal email address. The com-
mon features of this invitation included a direct link to the
questionnaire, a description of the length of the question-
naire, mention of the incentive for completing the question-
naire, and the questionnaire completion closing date. Two of
the five panels also provided the survey title/topic. One of
the providers recruited for multiple surveys at once, inviting
panel members to take part in a variety of screening ques-
tions and directing to them to one of the surveys for which
they were eligible. Other methods of invitation included use
of SMS, emails to panel member’s panel account, and social

media.

4.5 Field Period

Recruitment and data collection for the eight surveys oc-
curred between October and December 2015. Standard re-
sponse maximization techniques were used for the proba-
bility surveys including advance letters, incentives (contin-
gent and noncontingent)’, several call/contact attempts (for
the telephone surveys the maximum number of unanswered
calls was capped at three for mobile phone sample records
and six for landline records), reminder mailings, choice of
data collection mode, and refusal conversion. For the non-
probability panels, email invitations containing a direct link
to the questionnaire were sent out by panel providers using
their own software. Nonprobability panel members were of-
fered a contingent incentive for completing the questionnaire
in accordance with the usual practices of the respective panel
company.

4.6 Benchmarks

One of the key objectives of the study was to determine
the accuracy of the respective survey estimates relative to
independent population benchmarks. The benchmarks used
for these purposes were from the Australian national census,
high quality surveys undertaken by the Australian Bureau
of Statistics, or other federal government agencies or high-
quality administrative datasets as shown in Appendix B.

4.7 Response Analysis: Completion Rate

It is not possible to calculate a traditional response rate
for nonprobability panels of the general population, because
there is no way of knowing anything about the number of
persons who actually had an opportunity to join the panel
(but did not join) compared to those who did join. Thus,
when trying to measure “response” to a given questionnaire
such as the one used for our study, the best that can be done

3This information was not available for Panel 4.

4Quota sampling is the most commonly used method for selec-
tion of within-panel samples to complete questionnaires with non-
probability panels (see Callegaro et al., 2014, p. 12). However,
YouGov and Toluna in the U.S. use different within-panel sampling
approaches (see Callegaro et al., 2014, p. 12). Our experience in the
Australian market is that up until quite recently even YouGov has
not implemented its U.S. approach, as demonstrated by the polling
they did for the 2019 national elections. Our aim in allowing the
panels in 2015 to use their own standard approach to sampling and
inviting their panel members to complete our questionnaire was to
reflect the practices of nonprobability panels in Australia, rather
than trying to impose atypical rigor.

3 A range of noncontingent and contingent incentives were used
to try to maximise response rates for the ABS, ANUpoll, and on-
line panel surveys. No incentives were offered to sample members
approached as part of the DFRDD survey.
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Table 1

Original Recruitment Methods Used to Establish the Online Panels

Recruitment method

Panel 1 Panel2 Panel3 Panel5

Banner advertising on websites
Online invitations and messages
Partnerships

Print media

Online marketing

Direct mail

Social media

Other ad hoc initiatives

Other survey methods (e.g., CATI, Face-to-Face) -

Referral programs

ol
o

R R R R R
Rl

X X
- - X X

Source: Compiled from publicly available information and information provided by the panel providers.

is to merely compare the number of panelists within a given
nonprobability panel who were invited to complete the ques-
tionnaire against the number who actually completed it. This
rate is generally known as the “completion rate,” and it does
not take into account the myriad layers of nonresponse that
occurred while the panel was being created and maintained.

As defined by Callegaro and DiSogra (2008, p. 1021), “the
completion rate is the proportion of those who completed the
[questionnaire] among all the eligible [panelists or respon-
dents] who were invited to take the questionnaire” and “[this
rate] appears to be the single most informative [response]
metric to report for a volunteer opt-in panel. The interpreta-
tion of this rate may reflect the [panelist’s] interest in the sur-
vey [topic] and/or the ability of the survey company to max-
imize cooperation” (Callegaro & DiSogra, 2008, p. 1026).

Traditional response rates (c.f American Association for
Public Opinion Research, 2016) can be calculated for the
three probability samples we used. However, since tradi-
tional response rates could not be computed for the nonprob-
ability samples in our study, we are reporting what could be
calculated for all eight surveys in our study (i.e., the comple-
tion rate).

Table 2 shows the completion rates, following Callegaro
and DiSogra (2008) definition, for the three probability sur-
veys and four of the five nonprobability surveys. (This statis-
tic cannot be calculated for Panel 1 as the panel provider
would not disclose the number of invitations sent out.) The
within-panel completion rate for the nonprobability panels
ranged from three percent to 15 percent. For the probability
surveys, the completion rates ranged from 15 percent for the
RDD survey to 81 percent for the ANUpoll. ©

4.8 Mode of Data Collection

In planning our study, we recognized that the ABS prob-
ability survey would have data collection conducted using
self-administered modes (CAWI and mailback paper survey)

and that the DFRDD study and part of the ABS and ANUpoll
surveys would have interviewer-administered telephone data
collection. For the nonprobability samples, all data would be
gathered via the self-administered CAWI mode. In contrast,
most of the benchmarks were based on data that were gath-
ered via an in-person interviewer-administered mode. Thus,
we tried to select questions for the questionnaire used in our
eight surveys for which we did not expect appreciable data
collection mode effects.

Specifically, two of the three probability sample surveys
allowed for mixed modes of data collection. For the ABS sur-
vey, which involved initially approaching all sample mem-
bers by mail, 39 percent of respondents completed the ques-
tionnaire online and a similar proportion (38%) mailed the
completed questionnaire back in the reply-paid envelope pro-
vided. Further, a quarter (23%) completed by telephone in re-
sponse to outbound telephone reminder efforts. Online was
the preferred mode of completion for sample members re-
cruited via the ANUpoll (52%), followed by telephone (41%)
and mailback (7%). For the DFRDD probability sample,
telephone interviewing (CATI) was the only mode used for
data collection. For the five nonprobability samples, CAWI
was the only mode used for data collection.

Despite our efforts, we acknowledge that we may have
nonignorable data collection mode effects in our comparative
datasets, as we discuss later. This limitation is not unique to
our study. Of the 23 similar studies documented by Cornesse
et al. (2020, pp. 15-17) only two (Chan & Ambrose, 2011;
Steinmetz, Bianchi, Tijdens, & Biffignandi, 2014) used web
as the only mode of data collection for both the probabil-
ity and nonprobability samples in their research. Eleven of

%An adjusted completion rate for our ANUpoll follow-up
survey—one that takes into account all those who were originally
sampled for the initial ANUpoll survey (from which the sample
was drawn for our study)—is 6.6 percent (i.e., the 560 interviews
achieved divided by the 8,493 sample records released to eligible
sample members for the initial ANUpoll = 6.6%).
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Table 2
Completion rate by survey

247

Probability Samples

Nonprobability Samples

ANU Panel Panel Panel Panel Panel
RDD ABS  poll 1 2 3 4 5
Number of invitations 4,097 2,050 693 N/A 7,097 4,097 6,132 23,527
Number of invitations opened - - - N/A 2,315 1,241 684 1,314
Number of completes 601 538 560 601 600 626 630 601
Completion rate (%) 14.7 26.2 80.8 N/A 8.5 154 10.3 2.6
Time in field (days) 19 48 54 8 8 7 6 4

Source: Compiled from publicly available information and information provided by the panel providers.

their studies used multiple modes of data collection for their
probability surveys (face-to-face [F2F]/CAWI, CATI/CAWI,
F2F/CATI, CATI/paper survey and CAWI/CATI) and the re-
mainder employed a single non-CAWI mode of data collec-
tion for the probability survey component of their studies.

4.9 The Size and Profile of the Offline Population

One of the criticisms made of nonprobability online pan-
els is that they systematically exclude the offline population,
thereby creating noncoverage and leaving open the likeli-
hood for nonignorable noncoverage error. At the time of
data collection for this study (i.e., 2015), some 86 percent
of Australian households had access to the internet at home
(Australian Bureau of Statistics, 2016).

In this context, it is interesting to compare the size and
profile of the offline population as reflected in the composi-
tion of the three probability surveys undertaken as part of this
study, all of which sampled both the online and offline popu-
lations. To do this we combined the three probability samples
(in order to provide a sufficiently large offline sample for an-
alytic purposes) and looked at the online/offline distribution
of the combined samples. For the purposes of this analysis,
the offline population was defined as people who were re-
portedly not able to access the internet at home, be it via a
broadband connection, a dial-up connection or in some other
way, such as through mobile phones or some other mobile
device.” The size of the Australian offline population for the
probability surveys was nine percent unweighted and eight
percent weighted. This suggests that the offline population
was slightly under-represented in our three probability sur-
veys when compared to the Australian Bureau of Statistics’
benchmark at the time of 14%. In contrast, nonprobability
online panels completely fail to include the offline popula-
tion.

4.10 Weighting

Design weight. For the DFRDD surveys (the RDD sur-
vey and the ANUpoll) the chance of selection is calculated
via the following formula (Baffour et al., 2016; Best, 2010):

SvpMP
Uwmp

S LL
=x
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where:

e SyL is the number of survey respondents contacted by
landline

e Uy is the estimated number of residential landline tele-
phone numbers in Australia

e LL indicates the number of landlines in the respon-
dent’s household

e ADy; is the number of in-scope adults in the respon-
dent’s household

e Syp is the number of survey respondents contacted by
mobile

o Upp is the estimated number of allocated mobile phone
numbers in Australia

e MP indicates the presence of a mobile phone

For the ABS sample, a single frame design weight was
calculated. Because there is no need to adjust for overlap-
ping sample frames and each household has an equal chance
of selection into the survey (hence an address weight was not
required), only the within household chance of selection is
accounted for in the weighting solution. Therefore, the de-
sign weight is equal to the number of adults in the household.

Because the probability of selection of the opt-in online
nonprobability panels is unknowable, a design weight is not
calculable; therefore, a design weight of 1 was assigned to
each nonprobability record.

Poststratification weight. After the design weight was
calculated, it was then adjusted to try to reduce possible non-
response and noncoverage error to create a final weight (aka
a poststratification weight). Raking was used for this pur-
pose (Valliant, A., & Kreuter, 2013). Doing this enables the
weighted estimates to reflect the population not only with re-
spect to those attributes commonly adjusted for, such as age,
sex and geography, but also to take into account additional

"This is a very conservative definition of the offline population,
because not all people who “can” access the Internet do in fact ac-
cess it or are willing to access it to complete a questionnaire.
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parameters such as educational attainment, birthplace, and
telephone status. The population benchmarks used are pro-
vided in Appendix B (and the benchmark values are shown
in the “value column” in Tables C1 and C2).

4.11 Analytic Methods

As noted, a major aim for this study was to learn whether
the findings from the previous similar international studies
generalize to the Australian research context. Accordingly,
the analytical method that we used closely follows the un-
weighted and weighted approaches used by Chang and Kros-
nick (2009) and by Yeager et al. (2011).2 Thus, the following
comparisons have been undertaken to identify the between-
survey estimates and benchmarks for secondary demograph-
ics and substantive measures:

o Secondary demographics: Unweighted and weighted
survey estimates of the modal response category compared
to the corresponding benchmark (Table C2).

o Substantive measures: Unweighted and weighted sur-
vey estimates of the modal response category compared to
the corresponding benchmark (Table C1).

o Average absolute error: Defined as the percentage
point deviation from the benchmark between unweighted and
weighted survey estimates of the modal response category
and the corresponding benchmark averaged across secondary
demographics (Table C3) and substantive measures (Table
C4).

Standard errors of survey estimates and standard errors of
average absolute errors were calculated using a bootstrap-
ping procedure. In this instance the bootstrapping procedure
as implemented in the R package “boot” (“boot: Bootstrap
R (S-Plus) functions,” 2015; Davison & Hinkley, 1997) is an
accepted methodology for estimation of the sampling distri-
bution of any statistics including sampling errors of probabil-
ity samples (Baker et al., 2013). However, the methods that
are used to estimate sampling errors with probability samples
should not be used with nonprobability samples due to non-
probability samples violating key assumptions of probabil-
ity sampling theory. Although there is no universally agreed
method to estimate sampling errors of nonprobability sam-
ples, the AAPOR Taskforce Report on Nonprobability Sam-
pling, Baker et al. (2013) cited bootstrapping (or resampling)
as one of the acceptable methodologies for reporting the pre-
cision of nonprobability-based estimates.”

Independent-samples t-tests were conducted to test the
null hypotheses of:

e no differences between survey estimates and bench-
marks (Tables B1 and B2); and

e no differences between the average of the absolute er-
rors for each pair of surveys includes in the study (Tables B3
and B4).

In addition, following Yeager et al. (2011), summary mea-
sures were calculated to illustrate overall accuracy of the

eight surveys:

e ranking of average absolute errors across all eight sur-
veys, with the smallest average absolute error ranked as 1.

e number of significant differences from benchmarks for
each survey.

e largest percentage point absolute error for each survey.

5 Results

Figures 1 and 2 display a compilation of the results (shown
in detail in Appendix C) for various accuracy-metrics in or-
der to provide a high-level comparison between, and within,
the probability and nonprobability samples. The first set of
comparisons in the left-most region of the figures show the
unweighted and the weighted average absolute percentage
point errors for the secondary demographics (Figure 1) and
for the substantive measures (Figure 2). The second (middle)
region of comparisons show the number of statistically sig-
nificant (p < .05) differences for each survey’s findings from
its respective benchmark, for the secondary demographics
(Figure 1) and for the substantive measures (Figure 2), both
weighted and unweighted. The right-most region of compar-
isons in Figures 1 and 2 show the size of the largest percent-
age point absolute error for each survey, for secondary de-
mographics and the substantive measures, both unweighted
and weighted.

8A reviewer suggested the use of R-indicators (J. Bethlehem,
Cobben, & Schouten, 2011; Schouten & Cobben, 2007; Schouten,
Cobben, & Bethlehem, 2009). The R-indicator generally relies on
the availability of auxiliary variables for respondents and nonre-
spondents in order to estimate response propensity. For meaningful
comparisons of R-indicators across surveys, we would need also
need a consistent set of auxiliary variables across surveys. Minimal
auxiliary information is available for the mobile phone portion of
the DFRDD samples because mobile phone numbers in Australia
are not associated with geography. No auxiliary information at all
was available for the nonprobability panels. Although it is possi-
ble to calculate response propensities from raked weights (see J.
Bethlehem, 2020), as we note in section 5.1 this is of limited util-
ity to our study given that the nonprobability panels set quotas for
the sample on primary demographics, effectively forcing the sample
distribution to mirror the population. Expanding the calculation of
the response propensities to secondary demographics and substan-
tive measures would, in large measure, duplicate the analysis in this
section but with less nuance.

9Benchmarks sourced from the Australian Census and the Aus-
tralian Election Commission do not have sampling errors associated
with them as these are not sample surveys. Standard errors of the
remaining benchmarks were acquired directly from the Australian
government agency that conducted the survey or calculated from
the survey data using weights and information about sample design
provided by the government agency. The size of standard errors for
survey-based benchmarks is relatively small (standard errors for all
but two measures were less than 1% of the benchmark estimate and
the remaining two were less than 5% of the benchmark estimate).
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Figure 1. Average Absolute Errors, Number of Significant
Differences and Largest Percentage Point Error: Secondary
Demographics (Unweighted and Weighted)
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Figure 2. Average Absolute Errors, Number of Significant
Differences and Largest Percentage Point Error: Substantive
Measures (Unweighted and Weighted)

In the remainder of this section, we present a high-level
explanation of the findings. We refer the interested reader to
the tables in the Appendix C (Tables C1-C4) for the more de-
tailed statistical results underlying these high-level findings.

5.1 Primary Demographics

As part of weighting, the probability and nonprobability
samples were matched to the population distribution for pri-
mary demographics. Accordingly, weighted comparisons are
not meaningful for primary demographics.

Comparison of unweighted primary demographics is also
of limited interest as nonprobability sample providers use
these demographics to set quotas for the sample, effectively
forcing the sample distribution to mirror the population.

However, as will be seen from the comparison of sec-
ondary demographics and substantive measures, imposing
population distribution of primary demographics on the sam-
ple does not guarantee a representative sample or accuracy of
those estimates.

5.2 Secondary Demographics

Unweighted. As shown in Figure 1 (and Table C3), all
but one of the nonprobability panels’ unweighted estimates
of secondary demographics were closer to the benchmarks
than the unweighted estimates of the probability sample sur-
veys on each of the three metrics shown. This is likely be-
cause the nonprobability panels all imposed age, sex and lo-
cation quotas thereby also bringing the unweighted sample
into closer alignment with a range of secondary demographic
benchmarks. The probability sample surveys ranked Sth, 6th,
and 7th, out of the eight surveys in terms of unweighted abso-
lute average error on secondary benchmarks (see Table C3).
The probability sample surveys also reported the largest per-
centage point absolute error for these unweighted measures
(see Figure 1). The unweighted probability surveys differed
significantly from the benchmarks on five to six measures
(out of 13), whereas the unweighted nonprobability panels
differ significantly from the benchmarks on three to four
measures (see Figure 1 and Table C2).

However, when comparing average absolute errors of sec-
ondary demographics across surveys (see Table C3), there
was only one significant difference between probability and
nonprobability surveys: i.e., only the ANUpoll’s unweighted
absolute average error was significantly different at p < .05
from the best nonprobability panel survey (Panel 2).

As quotas were not applied to the probability sample sur-
veys and the weighting was necessary to account for both
chances of selection and poststratification adjustments, these
results were not unexpected in relation to the secondary
benchmarks.

Weighted. As also shown in Figure 1 (and Table C3)
and as was expected, weighting improved the accuracy of
the probability sample survey estimates relative to secondary
benchmarks and brought the accuracy of the probability sur-
veys more in line with that of the nonprobability surveys
on the three metrics. The average absolute error for the
weighted probability survey estimates of secondary demo-
graphics ranged from 5.7 to 5.9 and for the nonprobability
panels from 4.9 to 6.8.

There are no significant differences between weighted
probability and nonprobability surveys’ average absolute er-
rors with respect to secondary demographics. While weight-
ing improved the accuracy across the board, the nonproba-
bility Panel 2 remained the most accurate of all surveys, in
terms of average absolute error and the number of significant
differences.
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5.3 Substantive Measures

For the substantive measures, the probability sample sur-
veys were consistently more accurate when comparing both
unweighted and weighted data. This comported with the
findings of Kennedy et al. (2016) which showed that balanc-
ing the sample on demographic variables (as was the case for
the nonprobability panels) is no guarantee of accurate mea-
surement of the substantive/outcome variables of interest.

Unweighted. As shown in Figure 2 (and Table C4), in
terms of the unweighted estimates of the substantive mea-
sures there were no significant differences in average ab-
solute errors across the probability sample surveys, with
ANUpoll having the smallest average absolute error of 3.7
and DFRDD the largest of 4.6.

The average absolute errors of the substantive measures
for the unweighted nonprobability panel surveys, as a group,
were almost double that of the probability sample surveys
(ranging from 6.4 for Panel 5 to 10.3 for Panel 2) and sig-
nificantly different from all probability surveys. Importantly,
although Panel 2 was the best performing sample on demo-
graphic variables, it was the worst performing sample on the
substantive variables both for weighted and unweighted data
(see Table C4). This highlights again the danger of relying
on a “demographically balanced” nonprobability panels to
provide accurate measurement on substantive measures of
interest.

Weighted. Similar to unweighted data, Figure 2 (and
Table C4) also shows that for the weighted estimates of the
substantive measures there were no significant differences in
average absolute errors across probability sample surveys.
The standalone DFRDD survey, when weighted, had the low-
est average absolute error at (3.6). The biggest improvement
as a result of weighting was achieved for the DFRDD esti-
mates, with ANUpoll estimates deteriorating slightly (from
3.7 unweighted average absolute error to 4.0 weighted aver-
age absolute error).

As a result of weighting, the average absolute error in-
creased for all nonprobability surveys except for Panel 3
which reduced marginally (from 7.3 to 7.2). Panel 1 recorded
the largest increase in average absolute average error at-
tributable to weighting, increasing from 9.3 (unweighted) to
10.5 (weighted).

Weighting brought the probability sample surveys closer
together reducing the difference in average absolute error be-
tween them. However, weighting had the opposite effect on
nonprobability panel surveys, slightly increasing the range of
their average absolute errors. Weighting also increased the
largest absolute error for ABS, ANUpoll and Panel 4 (see
Table C4).

4.1
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Figure 3. Range of Average Absolute Errors across Surveys.

5.4 Variance/Inconsistency of absolute errors across
surveys types

Consistent with prior findings (e.g Chang & Krosnick,
2009; Walker, Pettit, & Rubinson, 2009; Yeager et al., 2011),
the probability sample surveys were more consistent in their
measurement of both secondary demographics and substan-
tive measures.

As shown in Figure 3 (and Tables C3 and C4), without
weighting, the average absolute error for the three proba-
bility surveys had a range of variation of 0.7 percentage
points among secondary demographics and 1.0 percentage
points among substantive measures. In comparison, the five
nonprobability panel surveys had corresponding unweighted
range of variation of 1.5 and 3.9 percentage points respec-
tively. Corresponding ranges of variation for weighted data
were 0.2 and 0.4 percentage points for probability surveys’
secondary demographic and substantive measures respec-
tively versus 1.9 and 4.1 percentage points, respectively, for
the nonprobability panel surveys’ secondary demographics
and substantive measures respectively.

6 Discussion

In this section we discuss our findings from a Total Sur-
vey Error (TSE) perspective (see Groves, 1989; Groves &
Lyberg, 2010), with special attention to different errors as-
sociated with the substantive variables that were gathered in
the eight surveys.

6.1 Coverage and Coverage Errors Related to Probabil-
ity Samples and Online Nonprobability Panel Sam-
ples

Probability Sample Surveys. Studies that utilize prob-
ability samples typically are careful in choosing their sam-
pling frame(s) so as to minimize noncoverage and the possi-
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bility of nonignorable coverage error. The three probability
sample surveys conducted for this study used frames with
extremely high coverage of the Australian residential popu-
lation. There is no reason to expect that any nonignorable
coverage error was present in these three surveys.

Nonprobability Panel Surveys. The five surveys that
were fielded on nonprobability-based panels used a variety
of convenience frames from which they built their respective
panel. They did not cover the Australian residential popula-
tion well because anyone who did not use the Internet at the
times that these panels were undertaking online recruitment
would not have been able to consider joining the panel. The
noncoverage that was inherent in all these panels is undoubt-
edly very large and is differential (nonrandom) in nature. It
is differential because those who are exposed to an invita-
tion to join nonprobability panels are undoubtably different
in many nonignorable ways from those not exposed to such
invitations. And these differences are expected to often be
correlated with what is being measured in surveys, such as
the substantive measures gathered in this study. For example,
Fahimi and colleagues (Fahimi et al., 2015) identified signif-
icantly different responses between members of probability
and nonprobability online panels, after controlling for con-
founding effects, in relation to factors such as social engage-
ment, self-assertion, shopping habits, happiness and security,
politics, sense of community, altruism, survey participation,
and internet and social media usage.

Comparison. Uncorrected coverage error in the non-
probability panels was a probable contributing factor to the
level of bias in the estimates they generated for the substan-
tive variables measured in the study. It also was likely to be
a reason that the nonprobability panel surveys showed con-
siderably more variation in the accuracy of their substantive
measures than did the probability sample surveys.

6.2 Sampling and Sampling Errors Related to Proba-
bility Sample Surveys and Online Nonprobability
Panel Sample Surveys

Probability Sample Surveys. Surveys that use proba-
bility samples often take care in deciding how they draw their
initially designated sample from their sampling frame(s).
This was the case for the three probability sample surveys
conducted for our study. Using probability sampling allows
the users of such surveys to have a known degree of statisti-
cal confidence (associated with sampling error) in those find-
ings. Confidence intervals also can be computed when using
probability sampling, which can be used with a known de-
gree of confidence to make decisions about the reliability of
findings, including point estimates and differences between
sampled subgroups. The extent of the error (variance) asso-
ciated with sampling can be stated precisely with probabil-
ity sampling and its meaning is readily understood. Each of
the substantive findings generated from the three probabil-

ity sample surveys in this study can be assigned confidence
intervals.

Nonprobability Panel Surveys. There is no single uni-
versally accepted measure of “sampling error” for nonproba-
bility samples and there is some debate as to whether the con-
cept of sampling error can even be applied to such samples
(see Baker et al., 2010, p. 773). Leaving that aside, methods
that have been described in the literature include resampling
(as used by Yeager et al. (2011), and in this manuscript), for
the use of model-based and pseudo-design-based estimation
(see, e.g. Dever & Valliant, 2014), and Bayesian methods
such as credibility intervals (see Baker et al., 2013, pp. 63—
64), among others. In practice, for the purpose of confidence
interval calculation, most nonprobability panel samples are
treated as if the sample was drawn from the population of
interest using a simple random sample. As noted by Baker
et al. (2013), this results in biased estimates of precision and
invalid confidence intervals.

Comparison. As shown by the much greater variation
across the five nonprobability panel surveys in their estimates
of the substantive measures generated by each survey, com-
pared to the much less variation associated with the substan-
tive measures from the probability surveys, the findings for
the substantive measures from the set of three probability
samples were much more consistent (reliable) than were the
findings of the five nonprobability surveys.

6.3 Nonresponse and Nonresponse Errors Related to
Probability Sample Surveys and Nonprobability
Panel Surveys

Probability Sample Surveys. The size of the nonre-
sponse that occurs can be readily calculated in a probabil-
ity sample survey. Even when a survey is of members of a
probability-based panel, such calculations are easy to make
and are essentially the product of the response rate that was
achieved when building the panel, the retention rate within
the panel, and the completion rate for the particular ques-
tionnaire for which panel members were sampled. For prob-
ability sample surveys, including those conducted within a
probability panel, a number of approaches can be pursued
to estimate the extent of nonresponse bias. This also is
a function of the nature of the nonresponse that occurred
when building the panel, the nonresponse from panel attri-
tion, and the nature of the nonresponse that occurred within
the sample/panel for a particular questionnaire. The three
probability-based surveys that were conducted as part of this
study suffered from considerable nonresponse, albeit at typ-
ical levels for these types of surveys in Australia at the time
the surveys were conducted. If the nonresponse that occurred
was at least in part of a differential nature, as it likely was,
poststratification weighting may well have reduced the size
of the nonresponse biases that were present in the probability
sample data.
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Nonprobability Panel Surveys. For nonprobability
panel surveys, it is essentially impossible to compute a re-
sponse rate for the time when the panel was established. That
is because it is not known how many persons were exposed
to invitations to join the panel. It is commonly understood,
however, that far less than one percent of all persons who
were exposed to invitations to join a nonprobability panel
end up joining (Tourangeau, Conrad, & Couper, 2013, p. 42).
Although a completion rate can be calculated for nonproba-
bility panel surveys, this rate does not account for the “re-
sponse rate” that was experienced when the panel was estab-
lished or for the attrition rate that occurred during the life
of the panel. The completion rates for the questionnaires
from four of the nonprobability sample surveys in our study
that reported such information to us were in line with what
is common for such approaches. As such, with opt-in non-
probability panel surveys there is no well-accepted scientific
approach to account for the amount or nature of the nonre-
sponse biases that may have occurred for a given survey.

Comparison. In addition to the large amount of noncov-
erage associated with nonprobability online panel surveys,
they also have an appreciably (nonignorably) higher level of
nonresponse than do probability sample surveys. The much
greater amount of nonresponse for nonprobability panel sur-
veys, compared to surveys using probability samples/panels,
occurs at the stages when the panels are built, during the life-
time of the panel (i.e., panel attrition), and each time that pan-
elists are invited to complete a questionnaire. The latter form
of nonresponse can occur due to problems associated with
the contact of panelists when email invitations to complete a
questionnaire are sent out and with gaining cooperation from
contacted panellists (see Callegaro et al., 2015, pp. 132-135).
Although a considerable amount of nonresponse in proba-
bility samples occurs when contact is first made with sam-
ple members, this amount is miniscule when compared to
that which occurs in the recruitment of nonprobability sam-
ples/panels. Nonresponse at the retention and questionnaire-
completion stages within probability samples and probability
panel surveys is also far less than with nonprobability sam-
ples and nonprobability panel surveys. Differential nonre-
sponse, which is one of the two primary mechanisms that
makes nonresponse bias possible, is likely to be more of a
problem with nonprobability surveys than with probability
surveys for many reasons. For example, little or no effort
is made in nonprobability panels to try to motivate ongo-
ing cooperation among those exposed to the initial recruit-
ment invitation for a particular questionnaire or among those
who join but attrite from the panel. In contrast, with prob-
ability samples/panels, considerable resources are typically
committed to counter differential nonresponse, in an effort
to minimize its effects on nonresponse biases. Therefore, in
the case of the probability sample surveys in our study, their
nonresponse errors are likely much smaller than for the non-

probability panel surveys.

6.4 Weighting and Adjustment Errors Related to Prob-
ability Samples and Nonprobability Panel Samples

Probability Sample Surveys. Our probability sample
surveys were designed to be adjusted for selection probabil-
ity and to conform to population distributions via weighting.
On the whole, and as expected, weighted estimates for these
surveys are more accurate than unweighted estimates. How-
ever, the weighting methodology for the ANUpoll did not
make any adjustment for the two-stage selection process for
these respondents. This process has potential to introduce
additional nonresponse and noncoverage errors that are not
as effectively corrected for by the poststratification weights
as the single stage probability sample surveys. Among the
three probability samples, the DFRDD sample has the best
weighting efficiency and the ABS has the least.

Nonprobability Panel Surveys. Ideally, weighting for
nonprobability panel surveys should correct for biases that
are present in these panels, such as overrepresentation of
“early adopters,” those with reduced social engagement, a
lower rate of volunteering, a greater engagement with in-
ternet and social media, etc. (see Fahimi et al., 2015).
However, this is rarely done in practice. Instead, all units
are usually given a design weight of 1.0 and standard post-
stratification adjustments are applied. This ignores the en-
forcement of quotas on these variables and a variety of pro-
prietary (aka “secret”) mechanisms used by nonprobability
panel providers to try to have their samples resemble the pop-
ulation on standard poststratification dimensions. This prac-
tice often results in reduced rather than improved accuracy
(Kennedy et al., 2016), as illustrated by the reduced accuracy
for substantive measures for all but one nonprobability panel
surveys in this study.

Comparison. Weighting generally reduces TSE for
probability samples, with the probability sample surveys’ es-
timates having lower average absolute deviations from the
substantive benchmarks than unweighted probability sam-
ples, as well as lower average deviations than weighted and
unweighted nonprobability panels. Without accounting for
adjustment errors that are known to be present in nonprob-
ability panel surveys, the “probability-style weighting” of
nonprobability samples often is more likely to increase rather
than decrease TSE.

6.5 Measurement and Measurement Errors related to
Probability Sample Surveys and Nonprobability
Panel Surveys

As noted previously, the items in our questionnaire were
chosen for several reasons including our desire to minimize
data collection mode effects across the eight surveys.

The questions that were used in the eight surveys were
almost identical, so we believe there is little reason to expect
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any differential questionnaire-related measurement errors as-
sociated with whether probability sample surveys were used
to gather the data or the data were from online nonprobability
panel surveys. Therefore, questionnaire-related error will not
be addressed further.

But there are other forms of measurement error that can
be addressed, in particular respondent-related measurement
error, interviewer-related measurement error, and data col-
lection mode measurement error.

Probability Sample Surveys. It is common with sur-
veys that are based on probability samples for considerable
care to be given to data quality. This includes attention to
interviewer training and monitoring when using interviewer-
administered data collection. It also includes attention to the
manner in which respondents may create measurement error
in the form of bias and variance. The data in the ANUpoll
and the ABS survey (both of which used probability sam-
ples) are likely affected by using/combining data from the
different data collection modes (online, paper survey, and
telephone) that were used in those surveys, as past work has
suggested that for some questions the mode of data collec-
tion will affect the answers provided (see Kreuter, Presser, &
Tourangeau, 2008). This can be a disadvantage in mixed-
mode data collection surveys. One reason for this is that
it is difficult to sort out and correct for potential differen-
tial data collection mode effects. Furthermore, many proba-
bility sample surveys that are interviewer-administered suf-
fer from the joint interviewer-related and respondent-related
error of social desirability, especially when sensitive ques-
tions are asked (Kreuter et al., 2008). In addition, respon-
dents and interviewers also may contribute to measurement
error in the form of recency effects whereby response alterna-
tives that are heard most recently by the respondent are more
likely to be chosen than those heard earlier (Holbrook, 2008).
However, when using self-administered data collection with
probability sample surveys, primacy effects—whereby an-
swers read first by the respondent (i.e., at the beginning of
a list of response choices) are more likely to be chosen than
those read last (i.e., at the end of the list of choices; see,
Scanlan (2008). Thus, primacy effects appear to occur more
frequently with self-administered data collection than with
interviewer-administered data collection modes.

Nonprobability Panel Surveys. Itis generally accepted
that members of general population online nonprobability
panels, as a group, tend be more likely to provide cer-
tain respondent-related measurement errors, than do respon-
dents in probability surveys and probability online panels
(see Baker et al., 2014; Greszki, Meyer, & Schoen, 2014;
Hillygus, Jackson, & Young, 2014). The five nonprobability
surveys in our study all used self-administered online data
collection (aka CAWI). Given the acknowledged data qual-
ity problems that arise from the behaviours of some opt-
in panelists, our panel providers exercised what have be-

come standard practices for them and took steps to exclude
“poor quality” responses from the final data provided to us.
These steps included removing “straight-liners,” removing
“junk”/poor quality responses to open ended questions and
removing speeders. Speeders were variously defined by our
nonprobability panel providers as completing the question-
naire in less than three minutes, completing the questionnaire
within an unspecified departure from the average completion
time, and completing the questionnaire in a time of one third
or more below median completion times. One panel provider
also gave extra scrutiny to panelists who were flagged in their
panel data base as having previously provided poor quality
responses.

On the other hand, social desirability and recency ef-
fects seem to occur less frequently with self-administered
(e.g., CAWI) data collection of the type that is used for on-
line nonprobability panel surveys compared to interviewer-
administered data collection which is generally not used with
nonprobability panel samples. Yet, self-administered data
collection modes such as CAWI (which was used to gather
data in all our nonprobability panels) seem more likely than
interviewer-administered data collection to contribute to pri-
macy effects, whereby answers read first (i.e., at the begin-
ning of a list of choices) by the respondent are more likely
to be chosen than those read last (i.e., at the end of the list of
choices); see, Scanlan (2008).

Comparison. Measurement errors associated with in-
terviewers, respondents, and/or mode of data collection are
likely present in both our probability sample surveys and
our nonprobability panel surveys. The probability sample
surveys used interviewers to gather at least some of the
data. Thus interviewer-related error may be present in these
surveys but would not be present in any of the nonprob-
ability panel surveys since no interviewers were involved
in data collection. In particular, the self-administered data
collection mode used for all the nonprobability panel sur-
veys should have reduced social desirability error associated
with questions that respondent might deem sensitive. Other
respondent-related measurement errors are likely present in
all eight surveys regardless of their sample type, but for dif-
ferent reasons. For example, speeding and satisficing are rea-
soned to be more a problem for the nonprobability panel data
that were collected via a self-administered online mode and
not as likely for the probability sample data. Primacy effects
are more likely to be present for the nonprobability panel
surveys, whereas recency effects are more likely to be a prob-
lem for the probability surveys. Whether the quality of the
data that respondents provided was higher in the probability
sample surveys or in the nonprobability panel surveys is not
possible for us to be confident about. However, given that the
probability sample surveys had less error (bias and variance)
for our substantive measures, it is possible that higher data
quality in the probability surveys was part of the explanation



254 PAUL JOHN LAVRAKAS AND DARREN PENNAY AND DINA NEIGER AND BENJAMIN PHILLIPS

for those findings.

7 Conclusions
7.1 Strengths and Limitations of Probability Samples

The three probability sample surveys in this study likely
had little Coverage Error, a known amount of Sampling Er-
ror, a nonignorable amount of Nonresponse Error, little Ad-
justment Error, and a small-to-modest but ultimately un-
known amount of Measurement Error.

Overall, the three probability sample surveys, as a group,
were found to be less biased on the substantive measures and
had less variance from the benchmark values, compared to
the nonprobability panel surveys.

7.2 Strengths and Limitations of Nonprobability Panels

The five nonprobability surveys in this study likely had
a nonignorable amount of Coverage Error, an unknowable
amount of Sampling Error, a nonignorable amount of Nonre-
sponse Error, an unknown amount of Adjustment Error, and
a small-to-modest amount but ultimately unknown amount
of Measurement Error.

Overall, the five nonprobability panel surveys, as a group,
were found to be more biased on the substantive measures
and had more variance from the benchmark values, compared
to the probability sample surveys. However, as a group, they
were essentially comparable to the probability samples (as
a group) in their overall accuracy for the demographic mea-
sures.

7.3 Implications

The Australian results that we have presented and dis-
cussed are in close agreement with the findings reported
in the past decade+ in several European countries and the
United States about comparisons between the statistics gen-
erated by probability sample surveys and those generated by
nonprobability panel surveys. That is, our probability sample
surveys were consistently found to be more accurate than our
nonprobability panel surveys in measuring substantive vari-
ables. We also showed what others have found about vari-
ability in accuracy across surveys by sample type: that is, dif-
ferent nonprobability panel surveys tend to vary much more
from each other in their accuracy than do different probabil-
ity sample surveys from each other. Furthermore, when we
recall that (a) four of the five nonprobability panel companies
used in this study complied with all of the ESOMAR “28
Questions to Help Buyers of Online Panels;” (b) the other
company partially complied, and (c) three of the five non-
probability panel companies were ISO 26362 accredited, it
seems that compliance with these standards is no guarantee
of less bias and/or reduced variability.

We found that the average size in percentage points of the
differences in average absolute error (see Table 3) for the

three probability sample surveys from their respective bench-
marks vs. the five nonprobability panel surveys from their
respective benchmarks was 0.5 percentage points for the un-
weighted secondary demographics, —0.2 percentage points
for the weighted secondary demographics, —3.9 percentage
points for the unweighted substantive measures, and —4.8
percentage points for weighted substantive measures. That
is, the difference between the average errors for secondary
demographics was less than 1 percentage point for both un-
weighted and weighted results in both types of samples. For
the substantive measures, however, the average differences in
accuracy for the nonprobability sample surveys were essen-
tially four to five percentage points worse than for the prob-
ability surveys.

We acknowledge that the size of these average absolute
error differences may not matter in many instances for those
who are funding surveys. That is, a nonprobability sampling
approach when measuring the variable domains that we mea-
sured, may be fit for purpose for many who are funding sur-
veys. However, a very real problem for those choosing a non-
probability panel approach is that they cannot be as confident
about the accuracy of the specific nonprobability panel sur-
vey provider’s data that they receive as they could be about
the accuracy of the data that they would receive were they
funding a probability sample survey. For example, and as
shown in Figure 2, two of the nonprobability panels had av-
erage absolute errors of greater than nine percentage points
for both their unweighted and weighted estimates of the sub-
stantive measures. And for particular individual statistics, the
errors were even larger (see Table C1, where the largest error
in accuracy from its respective benchmark among the five
nonprobability samples’ statistics was greater than 20 per-
centage points). We believe that errors of these magnitudes
are likely to lead the entity funding surveys that are fielded
on such a nonprobability panel to draw nonignorably incor-
rect conclusions from at least some of the data they would
receive.

Therefore, those trying to decide whether to fund a prob-
ability sample survey or a nonprobability sample survey
should recognize that a probability sample survey they fund
would (a) likely be more accurate in measuring their substan-
tive statistics and (b) that they can be more confident of that,
than if they funded a nonprobability panel survey to measure
the same statistics. In the latter case, we recognize that a
survey funder/client might merely by luck/chance choose a
nonprobability panel survey that is close enough in accuracy
to a probability survey’s accuracy, and close enough to the
true values of what they are measuring, to meet their needs.
However, they may unluckily choose a nonprobability panel
survey that falls woefully short of the accuracy levels they
require.

Thus, a very important problem that those choosing to
fund nonprobability sample surveys are left with is that they
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Table 3
Average Absolute Error

Nonprobability  Difference between

Sample Probability and
Probability Sample Surveys Nonprobability
Survey Average Average Sample Surveys
Summary Metric pp error pp error PP
Secondary Demographics
Unweighted 6.9 6.4 0.5
Weighted 5.8 6.0 -0.2
Substantive Measures
Unweighted 4.2 8.1 -39
Weighted 39 8.7 -4.8

will not likely know whether they have funded a good (accu-
rate) nonprobability panel survey or a bad (inaccurate) one
for their particular purposes/needs. Simply put, the funding
entity for a given survey needs to decide if they trust their
luck enough when they choose a nonprobability sampling
method, ostensibly because of its lower cost and quicker
turnaround time. The funder also needs to decide “How
great a risk do we run if the nonprobability panel survey
that we are funding is not accurate enough for our needs,”
and “Is the cost of that risk greater than the added cost that
we would face by instead funding a probability survey—one
that we can be more confident will be accurate enough for
our needs?”
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Table B1
Source list

Appendix B
Sources used for independent benchmark measures

Measure

Source

Primary demographics
Sex

Age

Region

Educational Attainment

Country of birth

Telephone status

Secondary demographics
Australian citizenship

Enrolled to vote
Indigenous status
Language other than En-
glish at home
Geographic mobility
Remoteness
Employment status
Wage and salary income
Household tenure

Household composition

Socio-economic status

Substantive measures
Life satisfaction

Australian Bureau of Statistics, Estimated Resident Population June 2015, Cat. 3101.0
Australian Bureau of Statistics Estimated Resident Population June 2015, Cat. 3101.0

Australian Bureau of Statistics, Census 2011, Table Builder (2011) and Australian Bu-
reau of Statistics Estimated Resident Population June 2015, Cat. 3101.0

Australian Bureau of Statistics, Census 2011, Table Builder (2011), QAL LP Non-School
Qualification: Level of Education by AGEP, Persons aged 18 years and over, Place of
Usual Residence

Australian Bureau of Statistics, Table Builder (2011), BPLP - 4 Digit Level by AGEP,
Persons aged 18 years and over, Place of Usual Residence

Australian Communications and Media Authority (2015), Communications Report,
2014-15

Australian Bureau of Statistics, Census 2011, Table Builder (2011), CITP by AGEP,
Persons aged 18 years and over, Place of Usual Residence.

Australian Electoral Commission, 31 December 2015,

http://www.aec.gov.au/Enrolling_to_vote/Enrolment_stats/index.htm

Australian Bureau of Statistics, Census 2011, Table Builder (2011), INGP by AGEP,
Persons aged 18 years and over, Place of Usual Residence.

Australian Bureau of Statistics, Census 2011, Table Builder (2011), LANP - 2 Digit
Level by AGEP, Persons aged 18 years and over, Place of Usual Residence.

Australian Bureau of Statistics, Census 2011, Table Builder (2011), UAISP by AGEP,
Persons aged 18 years and over, Place of Usual Residence.

Australian Bureau of Statistics, Census 2011, Table Builder (2011), RA by AGEP, Per-
sons aged 18 years and over, Place of Usual Residence.

Australian Bureau of Statistics, Census 2011, Table Builder (2011), EMTP by AGEP,
Persons aged 18 years and over, Place of Usual Residence.

Australian Bureau of Statistics, National Health Survey, 2014-15, Persons aged 18 years
and over, employed income groups.

Australian Bureau of Statistics, Census 2011, Table Builder (2011), TEND, Dwellings:
Location on Census Night

Australian Institute of Health and Welfare, National Drug Strategy Household Survey,
2013.

Australian Bureau of Statistics, Socio-Economic Indexes for Areas, 2011.

Australian Bureau of Statistics, General Social Survey, Summary Results Australia,
2014,

Continued on next page
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Continued from previous page

Measure Source

Psychological  distress Australian Bureau of Statistics, National Health Survey, 2014-15. Persons aged 18 years
(Kessler 6) and over, psychological distress, Australia.

General health Australian Bureau of Statistics, National Health Survey, 2014-15. Persons aged 18 years
and over, self-assessed health status, Australia.

Private Health Insurance  Australian Bureau of Statistics, National Health Survey, 2014-15. Persons aged 18 years
and over, private health insurance, Australia

Daily smoker Australian Institute of Health and Welfare, National Drug Strategy Household Survey,
2013

Alcoholic drink of any Australian Institute of Health and Welfare, National Drug Strategy Household Survey,
kind in the last 12 2013
months
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Table C1

Tables

Appendix C

263

Survey estimates of modal response category and the corresponding benchmark for substantive measures

Probability Samples Nonprobability Sample Internet Surveys
ANU Panel Panel Panel Panel Panel
Substantive Measures Benchmark comparison Valuer RDD ABS  poll 1 2 3 4 5
Life satisfaction (8 out of 10) 32.60
Unweighted Estimate 34.61 30.11 31.25 21.80° 20.17° 27.48" 23.81° 24.63"
Weighted Estimate 3450 30.58 30.60 20.67° 21.03" 28.11 2338 24.72°
Psychological distress—Kessler 6 (Low) 82.20
Unweighted Estimate 73.97° 76.05° 75.59° 54.50° 56.88" 59.27° 59.21° 58.72°
Weighted Estimate 74.12° 71.61° 70.63" 56.34" 58.68° 60.00" 57.24° 59.00"
General Health Status (SF1) (Very good) 36.20
Unweighted Estimate 30.62 3439 33.75 3328 32.67 3259 3238 3694
Weighted Estimate 33.55 36.55 3420 3206 30.36° 30.89 3124 37.73
Private Health Insurance 57.10
Unweighted Estimate 65.56" 67.29" 65.18" 53.08 49.00° 53.35 59.52 58.57
Weighted Estimate 60.35 60.48 59.05 4822° 44.59" 5342 5646 54.54
Daily smoker 13.52
Unweighted Estimate 10.32°  9.11° 12,50 21.80° 20.17° 17.25" 14.76 15.64
Weighted Estimate 15.12 937" 17.03" 23.33" 20.21° 17.41° 16.19 17.84"
Consumed alcohol in the last 12 months 81.87
Unweighted Estimate 82.20 8253 8446 79.53 75.83" 77.32° 77.94" 79.20
Weighted Estimate 85.87" 85.48" 84.75 79.49 76.61° 77.99° 77.66" 80.38

Note: All errors are deviations from the benchmark.

*p <0.05
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Table C2

Survey estimates of modal response category and the corresponding benchmark for secondary demographics

Probability Samples

Nonprobability Sample Internet Surveys

Secondary Demographics Benchmark ANU Panel Panel Panel Panel Panel
comparison Value RDD ABS  poll 1 2 3 4 5
Indigenous status (Non-Indigenous) 98.10

Unweighted Estimate 98.84 97.96 9839 97.50 96.50° 98.40 98.41 98.84

Weighted Estimate 98.76  98.40 98.42 9790 96.49 98.09 9827 98.83
Australian citizen 83.93

Unweighted Estimate 91.01" 94.42" 92.32" 93.01° 90.50° 93.13" 90.63" 94.68"

Weighted Estimate 86.60 92.00° 86.56 91.81° 88.05 91.04° 90.76° 92.95"
Enrolled to vote 78.47

Unweighted Estimate 88.19" 92.57° 90.36" 86.86" 86.00° 88.50" 86.83" 91.51"

Weighted Estimate 83.06 88.68" 83.02 84.95" 80.18 85.59° 84.75" 89.21"
Living at current address 5 years ago 54.80

Unweighted Estimate 69.55" 69.14" 67.50" 61.56° 61.00° 64.22° 63.81° 68.55"

Weighted Estimate 62.10° 54.68 58.44 59.79"° 58.12 61.80° 63.66° 65.89"
Currently employed 59.39

Unweighted Estimate 58.24 5743 60.54 51.08" 54.33" 53.99° 5571 50.25"

Weighted Estimate 69.34° 64.60 66.43° 49.14" 53.33" 53.11° 51.00° 49.04"
Voluntary work (No) 74.22

Unweighted Estimate 58.24" 60.78" 60.18" 7255 73.83 71.09 68.89° 71.05

Weighted Estimate 62.65° 62.99" 62.56° 7451 77.14 7146 69.86° 70.65
Language other than English (No) 75.72

Unweighted Estimate 84.19" 81.23" 86.96° 82.70" 84.17° 85.62° 80.00" 84.03"

Weighted Estimate 85.45" 80.38 84.47° 85.09" 85.37° 87.53" 84.75° 85.30"
Most disadvantaged area-based socioeconomic
status) (quintile) 20.00

Unweighted Estimate 14.98" 1450 11.79"° 16.81° 14.67° 14.38" 13.49" 13.81"

Weighted Estimate 13.76" 15.08" 10.27° 16.97 14.75° 14.85" 14.52" 14.14"
Resident of a major city 70.22

Unweighted Estimate 69.05 7268 69.11 76.04° 61.83° 68.05 77.30° 75.37"

Weighted Estimate 69.03 7292 69.76 73.15 69.88 68.31 72.63 71.81
Access the internet from home 85.90

Unweighted Estimate 86.86 87.92 92,50 99.00° 98.67° 98.72° 99.21° 99.67"

Weighted Estimate 89.57" 91.81° 93.07° 98.76" 98.24" 97.91° 99.05" 99.60"
Home ownership with a mortgage 29.61

Unweighted Estimate 3095 3234 3357 31.78 30.17 33.87° 33.81° 31.61

Weighted Estimate 33.75 39.96" 37.40° 28.56 30.92 3041 29.91 28.00
Couple with dependent children 38.35

Unweighted Estimate 22.80° 21.00" 23.39" 26.79" 25.83" 27.00° 29.21° 29.95"

Weighted Estimate 27.90" 28.19" 26.97° 23.12° 23.97° 24.62° 2546 28.11"
Wage and salary income $ 1,000-$ 1,249 piwk  13.80

Unweighted Estimate 9.97 14.14 1433 9.76 12.06 13.17 1454 11.76

Weighted Estimate 11.78 12.81 15.04 9.73 1277 1296 1593 12.90

Note: All errors are deviations from the benchmark.
*p<0.05
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Table C3

Pairwise t-tests Comparing Average Absolute Errors on Secondary Demographics using Bootstrapped Stan-

dard Errors

Probability Samples

Nonprobability Sample Internet Surveys

ANU Panel Panel Panel Panel Panel
Secondary Demographics Survey RDD  ABS poll 1 2 3 4 5
Unweighted
Average Absolute Error 6.60 6.95 7.31 6.28 593 6.48 6.05 7.42
Pairwise differences
RDD - -035 -0.72 0.32 0.67 0.12 0.55 -0.82
ABS 0.35 - -0.36 0.67 1.02 0.47 09 047
ANUpoll 0.72 0.36 - 1.03 1.38°  0.83 1.26% -0.11
Panel 1 -032 -0.67 -1.03 - 035 -0.2 023 -1.14*
Panel 2 -0.67 -1.02 -1.38" -0.35 - -0.55 -0.12 -1.49"
Panel 3 -0.12 -0.47 -0.83 0.20  0.55 - 043 -0.94
Panel 4 -0.55 -090 -1.26* -0.23 0.12 -043 - -137"
Panel 5 0.82 0.47 0.11 1.14* 149" 094 1.37" -
Ranking 5 6 7 3 1 4 2 8
Weighted
Average Absolute Error 5.71 5.75 5.87 6.05 493 5.89 6.18 6.84
Pairwise differences
RDD - -0.05 -0.17 -034 0.78 -0.18 -047 -1.14
ABS 0.05 - -0.12 -029 083 -0.13 -042 -1.09
ANUpoll 0.17 0.12 - -0.17 095 -0.01 -0.30 -0.97
Panel 1 0.34 0.29 0.17 - 1.12 0.16 -0.13 -0.80
Panel 2 -0.78 -0.83 —-0.95 -1.12 - -096 -1.25% —1.92
Panel 3 0.18 0.13 0.01 -0.16 0.96 - -0.29 -0.96
Panel 4 0.47 0.42 0.30 0.13 1.25%  0.29 - -0.67
Panel 5 1.14 1.09 0.97 0.8 1.92"  0.96 0.67 -
Ranking 2 3 4 6 1 5 7 8
tp<0.10 “p<005 “p<00l *p<0.001
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Table C4

PAUL JOHN LAVRAKAS AND DARREN PENNAY AND DINA NEIGER AND BENJAMIN PHILLIPS

Pairwise t-tests Comparing Average Absolute Errors on Substantive Measures using Bootstrapped Stan-

dard Errors

Probability Samples

Nonprobability Sample Internet Surveys

ANU Panel Panel Panel Panel Panel
Substantive Measures Survey RDD  ABS poll 1 2 3 4 5
Unweighted
Average Absolute Error 4.63 4.28 3.68 9.34  10.35 7.28 7.20 6.41
Pairwise differences
RDD - 0.35 0.95 -471""-571""-2.65" -2.57" -1.77"
ABS -0.35 - 0.60 -5.06""-6.06""-3.00"" -2.92"" -2.12"
ANUpoll -0.95 -0.60 - -5.66""—6.66"" -3.60"" -3.52""" -2.72"
Panel 1 4717 506" 5667 - -1 2067 2.14% 294"
Panel 2 5717 6.06™" 6.66™" 1 - 3.06° 3.4 3.94™
Panel 3 2,65 3.007 3.60" -2.06* -3.06" - 0.08 0.88
Panel 4 2577 292" 352" -2.14% -3.14" -0.08 - 0.79
Panel 5 177 2.12° 2727 -2.94™ -3.94""-0.88 -0.79 -
Ranking 3 2 1 7 8 6 5 4
Weighted
Average Absolute Error 3.58 4.02 398 10.50 10.90 7.24 7.78 6.83
Pairwise differences
RDD - -0.44 -040 -6.92""-7.32""-3.67" —4.20" -3.25"
ABS 0.44 - 0.03 -6.49""-6.88""-3.23" -3.76" -2.81"
ANUpoll 0.40 -0.03 - -6.52""-6.92"" -3.26" -3.80"" -2.85"
Panel 1 6.92"" 6.49™ 6.52"" - -0.40 326" 272 3.677
Panel 2 7.32" 6.88™" 6.92"" 0.40 - 3.66°  3.12° 407"
Panel 3 3.677 323" 3260 -326" -3.66" - -0.54 0.41
Panel 4 4207 376" 3.80" -2.72 -3.12° 0.54 - 0.95
Panel 5 325" 2.81° 2.85 -3.677 -4.077 -041 -0.95 -
Ranking 1 3 2 7 8 5 6 4

*p<0.10

“p<005 “p<00l " p<0.00l
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