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In this study, I tested a fairly new survey data collection approach, using random digit dialing
(RDD) selection of mobile phone numbers combined with SMS invitations, with respondents
asked to complete the survey online. The SMS included a URL that directed recipients to
an online questionnaire consisting of primary and secondary socio-demographic questions, as
well as items on the use of Internet, health, technology, and life satisfaction.
The main aims of the study were to calculate and forecast response rate in a mobile web-
push survey, and, through random assignment, to causally identify practices affecting response
rates in survey research using this sampling type and the online survey mode. For this reason,
a number of data collection characteristics were randomized and later used as predictors of
survey (non)response.
The results showed that response rates in a survey using the proposed approach are low, i.e.,
below 2% in these survey experiments. They remain lower than most other survey modes,
probably below 5%, even when using an optimized survey design with pre-notifications, re-
minders, and the sending of texts to mobile numbers with appended geo-demographic infor-
mation. These were the effective maximization methods and techniques identified in this study.
The benefits of this approach to sample recruitment are its simplicity and cost-effectiveness,
and its potential for use in the future by students, academics, and social and market research
companies, as the nonresponse bias and coverage bias did not seem to exceed representation
bias in similar probability-based surveys. Traditionally, cross-sectional general population sur-
veys use many other recruitment approaches, for example, mail outs, telephone calls, or face-
to-face contacts. Text messaging proved to be more than just an additional communication
channel, or a medium for sending survey reminders.

Keywords: nonresponse; probability sampling; random digit dialing; SMS recruitment;
web-push; mobile web survey

1 Introduction

Survey data collection underpins a large proportion of so-
cial science research across multiple disciplines, but is in-
creasingly difficult. Surveys are facing unprecedented chal-
lenges, response rates have declined steadily over the years,
and methods to sample national populations are growing
more expensive and complex (Couper, Antoun, & Mavle-
tova, 2017). Generally speaking, there are three things more
valued than anything else in survey research in practice: low
cost, data quality, and time-efficiency, but you can only have
two of them at the same time (Keeter, 2019). Many surveys
that could normally be conducted time-efficiently and for rel-
atively low costs, are generally considered of lesser quality
compared to large-scale nationally representative surveys; an
example of lower-quality surveys could be convenience sam-
ples or volunteer opt-in panel surveys, which are not based
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on probabilistic principles (Baker et al., 2010). In this study,
I will test a survey data collection approach that provides an
option for quick data collection at a relatively low cost. In
contrast to volunteer panels, it is a probability-based online
survey. However, due to its simplistic design, it might be
conducted with some loss of quality, similarly to nonproba-
bility surveys. The issue of data quality will be briefly ad-
dressed at the end of this article.

Primarily, this article focuses on the response dimension
of the approach to a particular kind of data collection. Non-
response is an issue in both probability and nonprobability
surveys, and this project is also meant to provide some ev-
idence on the connection between nonresponse and bias in
a survey with low response rates. More specifically, I will
study response rates in an RDD-sampling SMS-invitation
web-push survey. This study is one of the first to com-
bine these three approaches to sampling (RDD), recruitment
(SMS), and data collection methodology (web-push/text-to-
web1). To the best of my knowledge, it was previously tested

1Web-push surveys, also known as push-to-web surveys, are sur-
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only in Germany (Bucher & Sand, 2021). Applications of
this approach in practice would not be possible without the
rise of mobile internet devices, such as smartphones, and/or
an increase of internet coverage (Couper et al., 2017). For
example, in 2019 in Australia, internet penetration rate was
approximately 88% (Datareportal, 2020), 91% of adult Aus-
tralians used mobiles to go online (Australian Communica-
tions and Media Authority, 2022), and the smartphone pene-
tration rate was approximately 91% (Deloitte, 2019). Smart-
phone surveys might be a promising tool to collect data,
but more work should be done to improve response and de-
crease nonresponse bias in this, to some degree, intrusive
task (Elevelt, Lugtig, & Toepoel, 2019).

Thus, I will investigate how different data collection so-
lutions and maximization approaches affect response, and
how researchers can reduce nonresponse to mitigate poten-
tial representation bias. We have to have in mind that low
response rates might not result in representation bias, as the
link between response rates and nonresponse bias has been
reported as weak at best (Groves & Peytcheva, 2008). How-
ever, the decline in response to RDD surveys increased the
potential for bias in estimates (Brick, 2008). I can argue
that there has to be a threshold below which surveys with
extremely low response rates fail to sufficiently capture the
socio-demographic, attitudinal, behavioral, or factual vari-
ability of the population; that is, in combination with cover-
age bias.

2 Literature review

2.1 Probabilistic sampling and undercoverage in web
and smartphone surveys

Probability-based sampling requires each unit of the pop-
ulation to have a known non-zero chance of being selected
to the sample (Neyman, 1938). Generally speaking, there is
a missing link between probabilistic sampling and web sur-
veys, as there are no general population sampling frames of
email addresses. To address this issue, either offline recruit-
ment (F2F, CATI, or postal) combined with a web-push ap-
proach, or non-probabilistic approaches such as river sam-
pling are used in practice (Callegaro, Manfreda, & Vehovar,
2015).

In CATI surveys, random digit dialing (RDD) is often
used as a set of techniques. The advantage of RDD is the
probabilistic nature of selection into the sample. It is a
method for generating telephone numbers randomly, either
landline or mobile numbers. In survey methodology, it has
been predominantly used in telephone surveys (Brick, 2008).
With a decreasing percentage of landlines in developed coun-
tries like Australia, RDD methodology has had to adjust to
these changes and sample more mobile numbers than land-
line numbers. This approach to sampling has previously
been effectively used in recruitment to online surveys, such

as probability-based online panels. In 2016, the Social Re-
search Centre (Melbourne, Australia), managing the only na-
tional probability-based online panel, included 30% of land-
line numbers and 70% of mobile numbers in their sampling
design. In 2018, the refreshment sample was recruited ex-
clusively via mobile phones (Kaczmirek, Phillips, Pennay,
Lavrakas, & Neiger, 2019), showing a trend towards mobile-
only recruitment in the future. However, sampling of only
mobile phone numbers for cross-sectional general population
surveys has been quite rare and not well documented in the
literature.

It is still unclear whether smartphone web surveys are a
promising alternative to web surveys on desktop and laptop
computers (PCs); they might suffer from coverage and non-
response, possibly more than web surveys on PCs (Antoun,
Conrad, Couper, & West, 2019) that are generally known
for undercoverage of people without access to the internet
(Couper, 2000). This might result in undercoverage bias for
a number of non-demographic items (Hsia, Zhao, & Town,
2020). However, web surveys are not the only survey mode
subject to coverage error. For example, in telephone surveys,
some people are without landlines and mobile phones. The
coverage bias can increase further if only mobile phone num-
bers are sampled. On the other hand, in countries with high
internet penetration rates and high smartphone penetration
rates like Australia (Australian Communications and Media
Authority, 2022; Deloitte, 2019), this might be less of a prob-
lem than in other countries.

2.2 Factors affecting response in web surveys

In their systematic review, Fan and Yan (2010) concep-
tualized factors affecting response in web surveys into those
affecting response rates in survey development, survey de-
livery (such as contact delivery modes, design of invitations,
pre-notifications, reminders, and incentives), survey comple-
tion (from socio-demographics, psychographics to participa-
tion theories), and survey return. This research investigates
survey response maximization strategies, and is thus predom-
inantly focused on survey delivery factors.

In practice, more recent evidence shows that survey deliv-
ery factors such as survey structure (i.e., email invitation con-
tent, type and format of survey questions), assurance of pri-
vacy and confidentiality, interests of participants, and com-
munication method, highly influence response in web sur-
veys (Saleh & Bista, 2017). At the questionnaire design
level, factors such as survey length, question difficulty, the
content of the first question, and usage of a progress bar are
related to completion rates (Liu & Wronski, 2018). More-

veys using mail contact to request survey response via the web mode
as the first option (Dillman, 2017). In text-to-web surveys, SMS is
used instead to recruit participants to online surveys (e.g., Bucher
& Sand, 2021), and as such they are based on web-push principles.



SURVEY RESPONSE IN RDD-SAMPLING SMS-INVITATION WEB-PUSH STUDY 285

over, Van Mol (2017) reported the effectiveness of extra re-
minders in an online survey among over-surveyed popula-
tions (regardless of the reminder content). On the other hand,
Saleh and Bista (2017) reported that email reminders and in-
centives are effective in only particular socio-demographic
groups.

Texting mobile numbers has previously been used as a sur-
vey invitation mode, a response maximization technique, and
a pre-recruitment method to other survey modes. For exam-
ple, American Trends Panel panellists are sent either email
or SMS invitations if they have previously consented; all ini-
tially offline respondents who later received tablets, receive
only text message invitations to their device (Keeter, 2019).
Under certain conditions, texting is more effective than send-
ing emails. De Bruijne and Wijnant (2014) confirmed that
text messaging is more efficient for invitations when consid-
ering a response via a smartphone, and equally efficient as
email invitations when considering total response in an on-
line panel (but this can lead to a faster response). Moreover,
Phillips and Compton (2019) reported that SMS reminders
were associated with an increase in response rate in an online
survey; in comparison to telephone reminders, they were less
efficient, but more cost-effective. On the other hand, SMS
reminders can have a positive impact on response in compar-
ison to e-mail reminders (Sala, Respi, & Decataldo, 2018),
and Bosnjak, Neubarth, Couper, Bandilla, and Kaczmirek
(2008) reported that sending an advance SMS was more ef-
fective when compared to email pre-notifications in an opt-in
online panel survey. These results were interpreted as SMS
being both attention-grabbing and effective for establishing
legitimacy.

Offering rewards is one of the most common response
maximization strategies in survey delivery. There has been
extensive research on the effectiveness of conditional and un-
conditional monetary/coupon incentives in web surveys, as
well as prize draws, but the evidence has been mixed. In the
last decade, some authors report that offering unconditional
incentives (e.g., Parsons & Manierre, 2014), conditional in-
centives (e.g., Dykema, Stevenson, Day, Sellers, & Bon-
ham, 2011), and a chance to enter a prize draw/lottery (e.g.,
Laguilles, Williams, & Saunders, 2011; Morgan, Rapee, &
Bayer, 2017) increase response rates in web surveys. Other
research did not find an effect of unconditional (e.g., Dykema
et al., 2011) or conditional (e.g., Knowles & Stahlmann-
Brown, 2021) incentives, or an increase in the conditional
incentive amount (Neal, Neal, & Piteo, 2020; Spreen, House,
& Gao, 2020). However, Mavletova and Couper (2016)
reported that offering conditional differential incentives in-
creased response rates of mobile-completers more than of PC
web-completers.

2.3 SMS and text-to-web surveys

Dillman (2018) argues that the 2020s will be the age of
smartphones, with most telephone communication being no
longer voice conversation but rather texts and emails. This
creates problems for RDD telephone surveys, and oppor-
tunities for text message surveys and text-to-web surveys.
SMS surveys can be considered as a form of mass messaging
and are known to have a low response, selection bias, and
low data quality (Kongsgard, Syversen, & Krokstad, 2014).
However, we have to acknowledge regulatory environments
that could make SMS and text-to-web surveys, as well as
texting to increase response, quite limited in particular con-
texts. In the US (Fordyce, Bilgen, & Stern, 2020) and some
European countries (Kongsgard et al., 2014), prior consent
to text messages is required, even for research purposes. On
the other hand, it is not required in countries like Germany
(Bucher & Sand, 2021) and Australia.

Texting as an interview mode can be defined as pre-
sending survey questions via SMS and also receiving an-
swers from a respondent via SMS. Some of the advantages
of this approach to data collection are a quick turnaround,
collecting responses close in time to behaviors as the subject
of survey research, and the ability for behavioral interven-
tion, i.e., sending both information and reminders (Conrad,
Schober, Antoun, Hupp, & Yan, 2017). As well as SMS
surveys, data can be collected with text-to-web surveys. An-
dreadis (2020) demonstrated that it was feasible to conduct a
large-scale web survey with SMS as the only contact mode
if having mobile numbers of the target group, as well as
reported the effectiveness of pre-notifications. Fordyce et
al. (2020) compared synchronous text message surveys, i.e.,
questions and answers are exchanged in text messages, and
asynchronous text message surveys, i.e., a text-to-web sur-
vey with a URL in the invitation; they reported no significant
relationship between completion rates and the type of text
message survey. Lastly, Balabanis, Mitchell, and Heinonen-
Mavrovouniotis (2007) who examined the use of SMS to re-
cruit respondents to web and telephone surveys, concluded
that SMS can be used effectively with mixed-mode methods
or as a pre-recruitment method to panels of respondents.

2.4 Aims of this research

The literature explains that telephone surveys based on
RDD sampling are generally known for their relatively low
response rates (Keeter, Hatley, Kennedy, & Lau, 2017), and
the same conclusion can be made for text message surveys
(Conrad et al., 2017; Kongsgard et al., 2014). In terms of er-
rors of representation (see the Total Survey Error framework
in Groves et al., 2009), nonresponse errors are not the only
errors prevalent in internet and smartphone surveys—there
is also the issue of undercoverage of people with no internet
access in their household or on their mobile devices (Antoun
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et al., 2019; Couper, 2000). This could lead to a notable
representation bias as a result of combining both types of
error of representation. It is often challenging to distinguish
between nonresponse and coverage errors in mobile surveys,
and discussing selection bias is more appropriate (Couper et
al., 2017). Thus, in this article I will test this fairly new ap-
proach with a focus on nonresponse and, as a result of both
nonresponse and undercoverage, socio-demographic repre-
sentation bias. With an empirical analysis, I will answer the
following research questions.

RQ1 What response rates can be expected in an RDD-
sampling SMS-invitation web-push survey?

RQ2 What data collection characteristics in survey delivery,
such as incentives, text message content, or time of
sending SMS invitations, affect response rates in a sur-
vey of this type?

RQ3 What level of socio-demographic representation bias
is present in a survey of this type?

The evidence presented in this study can be extended to
other survey research approaches in similar contexts (e.g., in
Australia, with a similar topic) using text messaging. This in-
cludes but is not limited to: SMS surveys, SMS recruitment,
and SMS pre-notifications and reminders.

3 Methods

3.1 Data

The data from this methodological project were collected
and compiled by the Centre for Social Research and Meth-
ods at the Australian National University, with the main aim
to explore ways to replace existing, expensive survey meth-
ods with cheaper, more flexible ones. The RDD-sampling
SMS-invitation web-push survey was purposely designed
to enable the study of not only response, but also nonre-
sponse/representation bias, and accuracy relative to a num-
ber of demographic and non-demographic benchmarks from
large-scale government-funded surveys in Australia.

To collect survey data in this project, the online “Survey
on Wellbeing, Health and Life in general 2020” question-
naire was programmed (see the Online supplementary ma-
terials). Besides items measuring health and wellbeing, the
questionnaire included items on the use of internet and tech-
nology, satisfaction with different dimensions of life, person-
ality traits, primary demographic items like gender, age, and
education, and secondary demographics such as country of
birth, citizenship, employment, and income. The question-
naire consisted of 35 questions, out of which there was one
multiple answer question and no grid or open-ended ques-
tions. The median response time was about 8 minutes.

To study factors affecting survey response, the analyzed
data file consisted of all randomly generated mobile num-
bers receiving an SMS invitation (n = 38, 512) as cases. For
each telephone number, the following data collection char-
acteristics were coded prior to data collection: time of day
and day of week the SMS was sent, text message content, re-
minder, incentives offered, type of invitation, appended geo-
demographics, and stratification information. After the data
collection was completed, the survey data file (n = 631) was
used to identify all mobile numbers belonging to survey par-
ticipants and derive the response variable survey response
(1=unit response, 0=unit nonresponse). Section “Data anal-
ysis” describes the dependent variables, independent vari-
ables, and statistical modeling in more detail.

3.2 Sampling and sampling frame

Since there is no real connection between probabilistic
sampling and web survey collection data from the general
population (Callegaro et al., 2015), I combined a sampling
approach generally used in telephone surveys and telephone
recruitment with online data collection. Thus, I carried out
random digit dialing (RDD) generation of Australian mobile
numbers. Each Australian mobile number consists of the
leading numbers 04 and 8 more digits that can be randomly
generated—format 04XX XXX XXX. Hence, there are 100
million possible combinations, and not all of them were
used at the time of data collection. There are spare num-
bers, e.g., 0440 000 000–0444 300 000, numbers allocated
to satellite phones, e.g., 0420 100 000–0420 109 999 (Pivo-
tel), and rail corporations, e.g., 0420 000 000—0420 019 999
(Rail Corporation New South Wales) (Australian Communi-
cations and Media Authority, n.d.). The remaining numbers,
62 million or 62% of all possible combinations, are allocated
to Vodafone, Optus, and Telstra mobile service providers and
can be used in general population surveys. However, know-
ing that there are about 24 million people living in Australia
(Australian Bureau of Statistics, 2016) and about 20 million
mobile numbers, only about one out of three combinations
represent a valid/live mobile number.2

To remove invalid mobile numbers and to decrease the
cost of texting invitations, i.e., not sending SMS messages
to mobile numbers that are not live, I used the service pro-
vided by SamplePages (n.d.). They matched my randomly
generated mobile numbers3 to the mobile numbers from the

2Estimation based on: 18.5 million Australians aged 18+ (Aus-
tralian Bureau of Statistics, 2016), 6% of them with two mobile
phones, 32% of Australian aged 6–13 and 91% of Australian aged
14–17 own a mobile phone (Roy Morgan, 2015, 2016, 2018), only
about one out of three combinations represent a valid/live mobile
number.

3500,000 mobile numbers were generated using RDD; the num-
ber was determined based on the estimated match rate and the
required sample size of mobile numbers with a positive match.
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general population in their database for validation and to ap-
pend geo-demographics (with approximately 7% matching
rate, 34,734 numbers4). They estimated that 90% of all those
numbers were live at the time of matching and appending.
For “the top-up sample”5 (Stage 2, please see “Survey ex-
periment” subsection), they also validated 3,778 additional
numbers6 with no matches in their database. 100% of those
numbers were active on the day of validation, i.e., 1–3 days
before the text messages were sent to the validated numbers.
In the end, the total sample consisted of:

• 12,302 numbers with full geo-demographics available
(gender, age group, Statistical Area Level 4 (SA4));

• 22,432 numbers with partial geo-demographics avail-
able (about 96% of those without age [SA4 only, gen-
der only, or SA4 and gender] and about 4% with age
information [age only, age and gender, or age and
SA4]);

• 3,778 numbers with no geo-demographics available
(added in Stage 2).

For Stage 1, the sample was stratified7, and for Stage 2,
there was just one sample with no stratification carried out.
Stratification was primarily used to study its effect on data
accuracy, i.e., for the purpose of a separate study.

3.3 Survey experiment

In this study, I collected data with a sophisticated survey
experiment, including two associated stages in a responsive
survey design.

Stage 1. To study factors affecting and improving re-
sponse in a survey applying an RDD-sampling SMS-
invitation web-push approach to data collection, I divided
the sample of 27,000 numbers into 48 experimental groups.
There were a number of experimental variables I intended to
test the survey (non)response against:

1. survey reminder;

2. day of the week initial SMS was sent;

3. time of day initial SMS was sent;

4. incentives; and

5. SMS invitation text (information on the topic of the
survey, information on benefits of participation).

See Table 1 for more information.
While all other conditions were split 50:50, I had to adjust

the sizes of the experimental groups based on the types of
incentives, which depended on the available budget. With
a total budget of $3000, I intended to spend $200 on in-
centives for the prize draw (target sample size n = 400),

$1000 on incentives for the $5 conditional incentives group
(target sample size n = 200), approximately $700 on mobile
number validation and appending geo-demographics, and ap-
proximately $1100 on text messaging. Assuming a lower re-
sponse in groups not being offered a (monetary) reward, the
no-incentives group of sampled potential respondents was
larger (60%) than the lottery (30%), and the $5 incentives
(10%) groups. I purposely collected data on all days of the
week in an attempt to minimize the effect on the response of
particular events on certain days of the week. However, this
was done with an intention to aggregate the days into “week-
days” and “weekends”, to keep sufficient statistical power for
all experimental groups.

Stage 2. The response rate in Stage 1 was about 50%
lower than initially expected, and to increase the sample size
for a separate benchmarking component of the project, the
decision was made to use a top-up sample. For this reason,
I decided to use all remaining numbers with appended geo-
demographics (n = 7, 734, with predominantly partial infor-
mation for stratification), and to validate new numbers with
no geo-demographic information (n = 3, 778, pinged but not
matched).

Of 500,000 mobile numbers, SamplePages matched and appended
34,734 numbers, 27,000 of which were sent text invitations in Stage
1 and 7,734 in Stage 2. Of 465,266 mobile numbers with no
matches in the SamplePages databases, 12,000 were randomly se-
lected for validation, 3,778 of which were successfully “pinged” for
Stage 2 text invitation.

4While generation of mobile phone numbers was carried out by
the researcher and was random (following RDD principles), vali-
dation of mobile numbers provided by SamplePages in Stage 1 ex-
cluded Australian mobile numbers not in their database. As such,
the selection closely resembled drawing random numbers from the
SamplePages database, but with more control over sampling on the
researcher’s end (and for lower cost). In practice, there is a trade-
off between (1) coverage of mobile numbers not in SamplePages
database, (2) the ability to carry out stratified sampling of mobile
numbers in the Australian context. This potential undercoverage
bias is, combined with nonresponse bias, addressed in the Repre-
sentation bias subsection of the Results.

5The term “top-up sample” comes from longitudinal survey
methology, and defines a sample that is recruited to refresh an ex-
isting longitudinal panel—to either increase sample size, target spe-
cific (sub)groups or improve coverage (Watson, 2014).

6Mobile number validation also known as “pinging”; 12,000
RDD mobile numbers, 3,778 active, 31.5% live number validation
rate, fairly consistent with “20 million mobile owners / 62 million
possible combinations” ratio. This type of selection using random
generation of mobile numbers with subsequent “pinging” can be
considered as a true RDD in the Australian context. The “pinged”
sample of mobile numbers was added in Stage 2 to study response
rate conditional on the type of validation of mobile numbers (see
Table 4 for results).

7Based on availability of stratification information: 8,000 num-
bers by gender*age group*SA4 and 19,000 by state only.
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Table 1
Experimental design (Stage 1, n = 27, 000)

Time of day Incentive type SMS invitation text %a

Survey reminder 5 days after first SMS
Monday to Friday
Afternoon No Incentives Benefits 3.75
Afternoon No Incentives Survey topic 3.75
Afternoon $5 conditional Benefits 0.63
Afternoon $5 conditional Survey topic 0.63
Afternoon Prize draw Benefits 1.88
Afternoon Prize draw Survey topic 1.88

Evening No Incentives Benefits 3.75
Evening No Incentives Survey topic 3.75
Evening $5 conditional Benefits 0.63
Evening $5 conditional Survey topic 0.63
Evening Prize draw Benefits 1.88
Evening Prize draw Survey topic 1.88

Saturday and Sunday
Afternoon No incentives Benefits 3.75
Afternoon No Incentives Survey topic 3.75
Afternoon $5 conditional Benefits 0.63
Afternoon $5 conditional Survey topic 0.63
Afternoon Prize draw Benefits 1.88
Afternoon Prize draw Survey topic 1.88

Evening No incentives Benefits 3.75
Evening No incentives Survey topic 3.75
Evening $5 conditional Benefits 0.63
Evening $5 conditional Survey topic 0.63
Evening Prize draw Benefits 1.88
Evening Prize draw Survey topic 1.88

"No survey reminder 5 days after first SMS
Monday to Friday
Afternoon No incentives Benefits 3.75
Afternoon No incentives Survey topic 3.75
Afternoon $5 conditional Benefits 0.63
Afternoon $5 conditional Survey topic 0.63
Afternoon Prize draw Benefits 1.88
Afternoon Prize draw Survey topic 1.88

Evening No incentives Benefits 3.75
Evening No incentives Survey topic 3.75
Evening $5 conditional Benefits 0.63
Evening $5 conditional Survey topic 0.63
Evening Prize draw Benefits 1.88
Evening Prize draw Survey topic 1.88

Saturday and Sunday
Afternoon No incentives Benefits 3.75
Afternoon No incentives Survey topic 3.75
Afternoon $5 conditional Benefits 0.63
Afternoon $5 conditional Survey topic 0.63
Afternoon Prize draw Benefits 1.88
Afternoon Prize draw Survey topic 1.88

Evening No incentives Benefits 3.75
Evening No incentives Survey topic 3.75
Evening $5 conditional Benefits 0.63
Evening $5 conditional Survey topic 0.63
Evening Prize draw Benefits 1.88
Evening Prize draw Survey topic 1.88

a Percentage of the combined sample in Stage 1
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Table 2
Experimental design (Stage 2, n = 11, 512)

Time of day Incentive type SMS invitation text Invitation type %a

No reminder, Tuesday to Thursday
Evening No Incentives Benefits Advance SMS 33
Evening No Incentives Benefits Responsive SMS 33
Evening No Incentives Benefits Standard SMS 33

a Percentage of the full sample

In Stage 2, I did not replicate the experimental design
from Stage 1. Instead, I analyzed the existing preliminary
data from Stage 1 and selected the optimal combination of
approaches in terms of response and costs (a responsive ap-
proach). If there was no notable difference in rates be-
tween experimental groups, I decided to go with the cheapest
data collection approach. In the end, I standardized the fol-
lowing conditions: weekday evening invitations (Tuesday-
Thursday), text message communicating benefits, no incen-
tives offered, and no survey reminders.

I introduced two alternative approaches to SMS recruit-
ment as follows.

1. Advance SMS/pre-notification. I attempted to increase
response by pre-notifying respondents about the up-
coming SMS invitation; the literature explains that
advance SMS can help establish trust and legitimacy
(Bosnjak et al., 2008). At the same time, I only texted
a link to the survey to respondents who did not opt-out
by responding “STOP”.

2. “Responsive” text message survey invitation. I at-
tempted to increase response by not sending the link
to the survey in the first text message, but only if the
respondents agreed to receive an invitation by respond-
ing “YES”. This can be considered as a less intrusive
approach to survey invitations, similarly to an advance
SMS.

The third type of invitation was a “standard” single-
invitation SMS including a URL to an online questionnaire.
This was the only type of invitation from Stage 1. Please see
Table 2 for more information.

3.4 Data collection

Data collection took place between Wednesday Novem-
ber 4th and Saturday November 21st 2020. The initial stage,
Stage 1, took place between November 4th and November
17th, and Stage 2 took place between November 17th and
November 21st 2020. Due to the experimental design, invita-
tions were sent during most of these periods; the online sur-
vey/questionnaires were deactivated two days after the last
invitation in a stage was sent. Reminders sent to one half

of the Stage 1 sample, excluding those who opted-out of re-
ceiving future SMS after the first SMS invitation, were sent
between November 9th and November 15th using a unified
approach that avoids adding extra variability: SMS was sent
5 days after the first one, in the evening, offering the same
type of incentives as in the first SMS, and communicating
benefits. For more information about the timeline, please see
Figure 1.

Text messages were designed based on the results of a
qualitative study by the Social Research Centre, who ran
focus groups to test the design of their advance SMS that
was later used in recruitment to their online panel (Kellard,
2017). Moreover, the communicated benefits of participation
without receiving a reward (i.e., asking to help our research)
was based on survey participation theories, such as social ex-
change or cognitive dissonance theories (for more informa-
tion, see Keusch, 2015). The text message content is shown
in Figure 2.

Stage 2 was conducted in much less time and was built on
an optimized survey design heavily based on the results of
Stage 1. It was finished in 5 days and included elements of
rapid data collection, which could be considered as a key
advantage of the proposed RDD-sampling SMS-invitation
web-push approach.

3.5 Data analysis and statistical modeling

With the division into experimental survey groups (see Ta-
bles 1 and 2), I aimed to create a binary logistic regression
model with survey response (0=unit nonresponse, 1=unit re-
sponse) as the dependent variable and characteristics of data
collection as the predictor variables. After combining and
coding data from Stages 1 and 2, those predictors were:

• time of day (afternoon, evening);

• day of the week (weekday, weekend);

• SMS invitation text (topic, benefit);

• reminder (reminder sent, reminder not sent);

• type of invitation for maximizing response

– “standard”single-SMS invitation with no incen-
tives offered (reference group),
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Stage and ac�vity 
November 2020 

4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 

Stage 

1 

1st SMS invita!on             

Reminder SMS            

Survey open      

Stage 

2 

SMS invita!on                 

Survey open                           

Figure 1. Data collection timeline

Stage 1: Topic Stage 1: Benefit

Stage 2: Advanced SMS

Stage 2: Benefit (’Standard’)

Stage 2: Responsive SMS Invita�on

Australian Na�onal 
University has selected 
you for a short survey 
on topical issues like 
wellbeing & health.
cu�.ly/ANU
Code: AAAA
Reply ‘STOP’ to opt-out

Australian Na�onal 
University has selected 
you for a short survey.
Please par�cipate to 
help our research!
cu�.ly/ANU
Code: AAAA
Reply ‘STOP’ to opt-out

Australian Na�onal 
University has selected 
you for a short survey.
Par�cipate to receive a 
$5 reward!
cu�.ly/ANU
Code: AAAA
Reply ‘STOP’ to opt-out

Australian Na�onal 
University has selected 
you for a short survey.
Get a chance to win 1 
of 2 $100 rewards!
cu�.ly/ANU
Code: AAAA
Reply ‘STOP’ to opt-out

Australian Na�onal 
University has selected 
you for a short survey.
You will receive a link in 
the evening. Please 
support our research!
Reply ‘STOP’ to opt-out

Australian Na�onal 
University is invi�ng 
you to complete an 
online ques�onnaire.

Link: cu�.ly/ANU

Code: AAAA

Thanks!

Reply ‘STOP’ to opt-out

Australian Na�onal 
University has selected 
you for a short survey.

Please respond YES to 
receive a link to our 
online ques�onnaire.

Reply ‘STOP’ to opt-out

Thank you for agreeing 
to par�cipate in our 
study.

Link: cu�.ly/ANU

Code: AAAA

We appreciate your 
support.

The Australian Na�onal 
University

Figure 2. SMS content
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– “standard” single-SMS invitation with $5 incen-
tives offered,

– “standard” single-SMS invitation with an offer to
enter a $100 prize draw,

– advance SMS with no incentives offered,

– responsive SMS invitation with no incentives of-
fered.

After reviewing the results of the preliminary analysis and
receiving feedback from SamplePages, I decided to use dif-
ferent information of appended geo-demographics to a mo-
bile number as a predictor as well. The following groups of
mobile numbers were coded:

• geo-demographics including age;

• partial geo-demographics not including age; and

• no geo-demographics appended/available.

The reason for this was the different probabilities of a mo-
bile number being live, and due to eligibility of respondents
dependent on their age information (people aged younger
than 18 were ineligible).

Taking these probabilities into account, response rate cal-
culation adjusting for unknown eligibility (e-value) would be
considerably affected. To calculate the rates, I used AAPOR
Response Rate Standard definitions, and their proposed cal-
culations of response rates RR2 and RR4 (American Asso-
ciation for Public Opinion Research, 2016, pp. 61–62). In
both cases, the RR were calculated by counting partial in-
terviews8 as survey respondents. To calculate the e-value
for RR4, I used estimates from SamplePages in combina-
tion with the estimates from Roy Morgan Young Australians
Survey 2018 (Roy Morgan, 2018) and Roy Morgan Single
Source Australia 2016 on phone ownership of minors (Roy
Morgan, 2016). More details about the estimates and calcu-
lation of response rates are available in the Results section.

Data analysis was carried out in the statistical software
Stata 13 (StataCorp, 2013). As well as descriptive analysis,
as previously discussed, I conducted binary logistic regres-
sion modeling.

4 Results

In this section, I will present the results to answer research
questions RQ1-RQ3. Firstly, I will discuss response rates in
a survey combining online data collection with RDD sam-
pling and SMS invitation, comparing responses between dif-
ferent fundamental approaches, such as offering incentives
and an advance SMS. Secondly, I will dig deeper into what
affects response and analyze the data for all experimental
groups using binary logistic regression modeling. Finally,
I will present nonresponse bias by comparing the distribu-
tion of socio-demographic variables between this study, the

Australian Census 2016 benchmarks (Australian Bureau of
Statistics, 2016), and three probability-based samples from
the Online Panels Benchmarking Study (Pennay, Neiger,
Lavrakas, & Borg, 2018).

4.1 Response rates

To answer the first research question RQ1, I will present
the results on response rates for a few different response max-
imization approaches from data collection Stages 1 and 2. In
this analysis, I will not control for other characteristics of
data collection (e.g., with logit regression). For this reason,
I calculated AAPOR RR2 and RR4. The difference between
these two calculations is the estimate of a portion of the sam-
ple with unknown eligibility that are ineligible (represented
by the e-value). In an RDD-sampling SMS-invitation web-
push survey, respondents with unknown eligibility are those
who did not respond and who did not break off. Respondents
who confirmed that they were at least 18 years of age by
starting the survey were considered eligible. Unfortunately,
those who clicked on the link but did not start the survey, did
not provide enough information to assume their eligibility
status.

With three “types” of mobile numbers based on the avail-
ability of appended information, three different e-values had
to be estimated to calculate AAPOR RR4. Based on the in-
formation I received from SamplePages, about 10% of their
database contains mobile numbers that are not live, hence the
coefficient of 0.9 for the “Complete geo-dem” group with
only respondents aged 18+. Without having appended in-
formation about mobile owners’ age, I estimated the por-
tion of Australians with mobile phones who were not yet
18. I consulted two reports from Roy Morgan (2016: 91%
of teenagers aged 14–17 have a mobile phone, 2018: 32% of
children aged 6–13 have a mobile phone) and the Australian
Census 2016 distribution by age, and estimated that about 9%
of all Australian mobile owners were not yet 18 (Australian
Bureau of Statistics, 2016). Combined with the portion of in-
active numbers, the final e-value for “Partial geo-dem group”
was 0.82. With pinged (all live) numbers, I only had to adjust
the e-value for ineligible respondents not yet 18 years of age.

The results from Table 3 show how different actions to
increase response in a mobile survey are more or less effi-
cient. Interestingly, there was a very little and statistically
not significant difference between respondents who were not
offered incentives (1.74% RR2, 2.02% RR4), those who were
offered $5 incentives (1.69% RR2, 1.97% RR4), and those
who were offered to enter a lottery for a $100 eGift card
(1.73% RR2, 2.02% RR4) in Stage 1.

8Partial interviews were those respondents who provided
enough information for post-stratification weighting, i.e., reached
at least question 28 out of 35 (see the questionnaire in the Online
supplementary materials), but did not complete the questionnaire.
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Table 3
Response rates by different response maximization approaches

Incentive type Invitation type

AAPOR Survey Outcomes No $5 Lottery Standard Advance Responsive

All invited 16,184 2,724 8,092 3,838 3,837 3,837

Participated
Complete 267 44 126 36 80 43
Partial 14 2 14 3 2 0

Known eligibility
Breakoff 33 1 10 10 12 4

Unknown eligibility (for mobile numbers with different appended information)
Geo-dem including age 6,630 1,117 3,417 798 510 534
Partial geo-dem not including age 9,240 1,560 4,525 1,738 1,997 2,014
No geo-dem (pinged) 0 0 0 1,253 1,236 1,242
Total 15,870 2,677 7,942 3,789 3,743 3,790

e-value
Geo-dem including age 0.9 0.9 0.9 0.9 0.9 0.9
Partial geo-dem not including age 0.82 0.82 0.82 0.82 0.82 0.82
No geo-dem (pinged) 0.91 0.91 0.91 0.91 0.91 0.91
Combined 0.85 0.85 0.85 0.87 0.86 0.86

Response rate (in %)
RR2 1.74 1.69 1.73 1.02 2.14 1.12
RR4 2.02 2.97 2.02 1.18 2.47 1.30

It seems that it is not worth investing money into offer-
ing potential respondents a compensation for their participa-
tion in an SMS invitation survey, but rather into other ap-
proaches like sending an advance SMS (2.14% RR2, 2.47%
RR4). When using the approach with an introductory SMS
but no reminders, the response rate was more than twice as
high than without an introductory SMS (1.02% RR2, 1.18%
RR4 in Stage 2), and still notably higher than for the Stage 1
groups with about 45% of respondents receiving a reminder
SMS.

Standard invitation group and responsive SMS group
(RR2 1.12%, RR4 1.30%) from Stage 2 had a lower response
but they also did not receive a reminder SMS in contrast to
the groups from Stage 1 and, therefore, response rates cannot
be compared directly. It is possible that response rate in a re-
sponsive SMS survey with a reminder would be comparable
to response rates from the first three approaches. This will be
estimated with further analysis.

4.2 Factors affecting response

In the first subsection, I showed how response rates differ
between different SMS texting approaches and how unknown
eligibility, which I was able to estimate using external data,
affects the final response rates as a conditional indicator of
data quality. In this subsection, I will show the results of
binary logistic regression to provide answers to RQ2. Re-
gression modeling was conducted to showcase how different

approaches I tested with the experimental randomized design
affect or do not affect (non)response. In this section, only
RR2 numbers are presented and discussed. In the unit record
file, I cannot assume which numbers were eligible and ineli-
gible, hence no RR4 can be calculated.

The results from Table 4 show that there are a number
of ways to maximize response, but there are also unneces-
sary (and quite expensive) measures that do not successfully
convince potential survey respondents to participate. Thus,
many of my findings on response maximization methods and
techniques were not in line with theoretical expectations.
First of all, offering incentives in a single-invitation SMS had
no positive or negative effect on response rates in comparison
to a single-invitation SMS with no incentives offered. This
is in line with findings on response rates (RQ1). Inefficiency
of incentives comes as a surprise, as it was anticipated in the
survey design phase to give double the response rate for the
lottery experimental group, and three times the response rate
in the $5 conditional incentives experimental group. This
inefficiency resulted in a much lower total response rate in
Stage 1, encouraging me to make a decision to use a top-up
sample and Stage 2 of data collection. In this stage, I used an
opportunity to test two different approaches as an alternative
to offering incentives: an advance SMS invitation; and a re-
sponsive SMS invitation. While responsive SMS invitations
did not improve response in comparison to a standard single-
SMS invitation, an advance SMS invitation statistically sig-
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Table 4
The caption of the table

Predictor Coef. Std. Err.

Type of invitation
No incentives offered, standard invitation 0
$5 conditional incentives, standard invitation −0.01 0.16
Prize draw for $100 coupons, standard invitation 0.01 0.1
No incentives, advance SMS invitation 0.67** 0.15
No incentives, responsive SMS invitation 0.02 0.18

Stratification information
Pinged numbers, no info 0 -
Complete stratification info or incomplete info with age 0.68** 0.18
Incomplete stratification info (with no age info) 0.38* 0.18

Survey SMS reminder
No SMS reminder sent 0 -
Yes, 5 days after first SMS 0.59** 0.09

Day of the week
Weekday 0 -
Weekend −0.05 0.09

Time of the day
Evening 0 -
Early afternoon −0.13 0.09

SMS invitation text
Benefit 0
Topic −0.01 0.09

Constant −4.82 0.19
Pseudo R2 0.013

* p < 0.05 ** p < 0.01

0% 1% 2% 3% 4% 5% 6% 7%

No incen�ves, Pinged number (no info), No reminder

Responsive SMS, Pinged number (no info), No reminder

No reminder

Reminder

Advanced SMS, Complete/inc. with age, No reminder

Advanced SMS, Incomplete info (no age), Reminder*

Advanced SMS, Complete/inc. with age, Reminder*

Figure 3. Predictive margins for the best and worst combinations of approaches
based on RR2 response rates (binary logistic regression model, see Table 4 for coef-
ficients). Starred groups are not randomly assigned; the predictive margins for these
combinations were calculated based on response rates in other similarly structured
experimental groups.
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nificantly boosted response. The improvement in response
was quite similar to an improvement if potential respondents
were sent a reminder 5 days after receiving the first SMS
invitation.

Moreover, I noticed statistically significant differences in
response rates between mobile numbers with different lev-
els of appended demographics. The findings are partially
in line with findings in the first subsection, where I calcu-
lated e-values (estimates of unknown eligibility). The num-
bers with the highest response rate were those with complete
stratification info or incomplete info with age, which comes
as no surprise because they do not include mobile owners
that are younger than 18. They are followed by the numbers
with partial stratification information with no age informa-
tion and “pinged” numbers with no stratification information
appended, although the difference between these two groups
is statistically significant at the p<0.05 level but not at the
p<0.01 level. One possible explanation could be that peo-
ple with mobile numbers with some stratification information
available are less concerned with privacy, since they agreed
to have their mobile number listed.

On the other hand, I did not notice any statistically sig-
nificant differences between the time of day I sent SMS in-
vitations, the days I sent SMS invitations, and the content of
the text message (communicating topic or benefits, such as
offering incentives). In Stage 1 I noticed a slightly higher
response rate if texting invitations in the evening, but the dif-
ference after combining data is not statistically significant.
With days of the week, I noticed that there might be differ-
ences between certain days (e.g., Saturday at first seemed to
be a bad day for sending the first SMS, but a suitable day
for sending a reminder), but the aggregation into weekdays
and weekends eliminated these differences. Some of these
data collection characteristics should be explored further in
future research using larger samples.

In Figure 3, I am extending the analysis, and presenting
the predictive margin results for the best and worst combi-
nations of response maximization approaches for SMS in-
vitation web-push data collection. The results show it is as
important to have a high-quality list of validated mobile num-
bers, as it is to select the right approach to SMS invitation.
While we did not observe large differences between nonre-
sponse in the results from Table 3, the presented predictive
margins showcase how different (hypothetical) strategies can
result in quite different response outcomes.

The maximization approach with the highest predicted
RR2 is one that I did not test in our study, as I did not send
reminders in Stage 2. This combination is an advance SMS
using mobile numbers with appended age, and a reminder
(RR2 95% confidence interval (CI) [3.5%, 6.6%]). It is fol-
lowed by the same approach except using mobile numbers
with no age information (RR2 95% CI [2.7%, 4.9%]), but the
difference is not statistically significant. Of all approaches I

combined and tested in practice, the best seemed to be “ad-
vance SMS using mobile numbers with appended age and no
reminder” (RR2 95% CI [2.1%, 3.6%]).

In terms of using reminders—the difference between
sending a reminder SMS five days after the initial text mes-
sage invitation, and not sending a reminder, is statistically
significant. In practice, the difference is about 1 percentage-
point, ceteris paribus. This is consistent with the results pre-
sented in Table 3.

Out of all the different maximization approaches I tested,
the least effective were shown to be using pinged numbers
with no reminders and either a responsive or a single-SMS
invitation with no incentives offered. In these cases, we could
not realistically expect RR2 of more than 1.1% (95% CI up-
per bound).

4.3 Representation bias

In the following paragraphs, I will address the issue of
representation bias, which may or may not be related to low
response rates; the issue is identified in the existing litera-
ture on the topic (e.g., Conrad et al., 2017). As I discussed
previously, extremely low response rates can represent a big-
ger problem than just low response rates, which are an issue
for most survey research nowadays. Also, 90% of the sam-
pled mobile numbers in this study were randomly selected
from SamplePages database containing estimated 22% of all
mobile numbers from the general population of Australians.
Thus, there was a potential for undercoverage bias.

To estimate representation bias, I will compare the distri-
bution of socio-demographics variables, most of which are
commonly used in post-stratification weighting like raking,
between different probability-based samples. Estimates from
these samples will be compared to the benchmarks from the
Australian Census 2016 (for the general population, 18+

years of age Australian Bureau of Statistics, 2016) as the
highest quality data source for Australia. Representation
bias from the RDD-sampling SMS-invitation web-push sur-
vey will then be compared to representation bias from the
following: a standalone RDD telephone sample; an RDD
end of a telephone survey (“piggybacking”) sample; and an
address-based sample9. In the end, I will answer the research
question RQ3.

The results in Table 5 show socio-demographic differ-
ences between the general adult population (from Aus-
tralian Population Census 2016) and different sample sur-
veys. These can be interpreted as a combination of non-
response and coverage bias. In practice, the differences
are corrected with post-stratification weighting, which often
does but sometimes does not improve the accuracy of non-
demographic estimates (Groves et al., 2009).

9The samples are from the Online Panels Benchmarking Study
(OPBS) 2015; estimates are taken from Pennay et al. (2018, pp. 29–
40).
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Table 5
Differences in distributions of key primary socio-demographic variables (unweighted)

RDD
Benchmark A-BS End of
AU Census RDD SMS Standalone sampling survey

2016 Web-push RDD recruitment recruitment

Sex
Male 48.8 44 46 39 42
Female 51.2 56 54 61 58

Age (years)
18–24 11.8 6 7 4 6
25–34 18.5 11 9 10 9
35–44 17.3 13 15 13 15
45–54 17.1 18 15 16 19
55–64 15.1 24 20 22 21
65-74 11.4 23 18 22 21
75+ 8.8 6 14 13 9

Education
Secondary Education or Cert I/II 43.4 25 38 40 35
Cert III/IV, (Advanced) Diploma 29.8 34 29 24 29
Bachelor’s degree or higher 26.7 41 33 37 35

Birthplace
Australia 66.3 76 75 73 75
Other 33.7 24 25 27 25

Region
New South Wales 32 32 29 34 32
Victoria 25.5 25 24 26 25
Queensland 19.9 18 22 17 20
South Australia 7.3 8 9 8 8
Western Australia 10.5 9 10 9 9
Tasmania 2.2 3 3 2 3
Northern Territory 0.9 < 1 1 1 1
Australian Capital Territory 1.7 4 4 3 1

Response rate (RR2 in %) - 1.6 14.7 26.2 9.8

We can see that my sample is closer to the benchmarks
than other samples for some variables and their categories,
and more biased for some other items. Generally speaking,
all probability-based samples, i.e., my RDD-sampling SMS-
invitation web-push sample and OPBS 2015 samples, are dif-
ferent to the population distributions of the target primary
demographics. Firstly, surveys tend to attract more females
than males, which was confirmed by my data. Secondly,
surveys attract older respondents; in my survey, there was
a larger than usual portion of those aged 55–74, but people
aged 75+ were less overrepresented than in the other surveys,
probably due to a lack of digital literacy. On the other hand,
a slightly higher portion of those younger than 35 (18–24
and 25–34 age groups combined) was included in our study,
and they were less underrepresented. Thirdly, relatively more
educated than less educated respondents participate in sur-
veys, and in my survey, the education-related nonresponse

bias was even more severe. The differences could potentially
be attributed to people with a university degree being more
likely to own a mobile phone (coverage bias); however, due
to a high smartphone penetration rate (only about 9% of Aus-
tralians are without a smartphone), education-related cover-
age bias can only explain a portion of the total representation
bias. Moreover, all surveys in Australia seem to underesti-
mate the portion of foreign-born residents of Australia with
a similar magnitude. Finally, my sample was quite accurate
in estimating distribution by state, and the difference between
the Australian Census 2016 and my estimates was larger than
2 percentage-points for the Australian Capital Territory only.

To sum up, low response rates in the RDD SMS-invitation
web-push study and undercoverage of people without inter-
net or smartphones seemed to lead to some demographic rep-
resentation bias, but this can be reported for other probabil-
ity surveys as well. The only notable difference between my
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sample and all other samples was in estimating education dis-
tribution, which could potentially be affected by an increas-
ing differential nonresponse five years after the OPBS was
carried out.

5 Discussion

The 2020s brings both good news and bad news for sur-
vey methodology. The bad news is that response is declin-
ing in most survey research, and low response rates in my
survey were an example of that. Nevertheless, the good
news is that the existing literature (e.g., Groves & Peytcheva,
2008) explains how nonresponse is not necessarily associ-
ated with representation bias and does not affect data accu-
racy in survey research based on probabilistic principles. In
this study, being prepared to deal with high nonresponse, my
focus was on exploring both the bad news and good news
perspectives of errors of representation in a relatively new
approach to probabilistic sampling with an SMS invitation
directing to an online survey. While nonresponse was even
higher than initially predicted in the survey design phase (po-
tential nonresponse bias) and selection was somewhat lim-
ited to SamplePages database (potential undercoverage bias),
in the end they translated into representation bias compa-
rable to the socio-demographic nonresponse bias in three
probability-based surveys with significantly higher response
rates. In comparison to a similar text-to-web study with a
low response rate conducted by Bucher and Sand (2021), my
study experienced similar representation bias for education
(overrepresentation of the most educated), but not for age
(overrepresentation of the oldest instead of the youngest).
Moreover, studying non-demographic bias, namely attitudi-
nal, behavioral, knowledge, and other factual bias, will be an
important step for further determining the overall representa-
tion bias of the proposed approach.

I firstly showed that the expected response rates in a web
survey with text message invitations can be very low. Based
on a number of text message responses from recipients of my
SMS invitations, it was clear that potential respondents were
skeptical that the SMS really came from the Australian Na-
tional University, and that my survey was a legitimate aca-
demic research project. While the first page of the online
questionnaire thoroughly explained the practical and ethical
aspects of the research, the link-click numbers showed that
only about one in ten recipients clicked on the link in the sur-
vey invitation. The solution to this problem could be send-
ing a longer SMS and providing more information in these
messages, but that could considerably increase data collec-
tion costs, especially if there was little increase in link-click
rates.

Further, I presented evidence on how response in a study
of this kind is difficult to increase substantially by using
many approaches known to be effective in other survey
modes, e.g., offering conditional incentives. One possible

explanation of this could be that in a country with a high
standard of living like Australia, $5 incentives in a form of a
supermarket gift card do not represent enough value for re-
spondents. At the same time, administering incentives to all
respondents in my survey would double the costs per com-
pleted survey. It appears that the majority of respondents in
this study participated for other reasons, which can be better
explained with social exchange or cognitive dissonance theo-
ries (see Keusch, 2015, for more information). This is further
supported by the fact that only 8 of 44 “$5 conditional incen-
tives” respondents decided to accept the coupon after filling
out the survey. The other 36 respondents either did not wish
to provide their details to be sent a $5 eGift card, or decided
to enter the lottery for a $100 eGift card instead, which was
an option given after they completed the questionnaire (and
not in the introduction or the invitation SMS). It would be
quite interesting to see the potential effect of providing $10
or $15 incentives on response, which are standard gift card
amounts used by the only Australian probability-based panel
Life in Australia for surveys of similar length (Kaczmirek
et al., 2019), although this could significantly increase costs
and attract more “professional respondents”. On the other
hand, a text-to-web survey offering higher incentives might
attract more of the less educated (with lower income), which
would help reduce some of representation bias.

Due to inefficiency in offering incentives, I later explored
a couple of different potential response maximization solu-
tions reported in the literature (e.g., Bosnjak et al., 2008). My
findings on data collection characteristics affecting (and not
affecting) response were consistent with findings from An-
dreadis (2020) on the use of pre-notification and reminders,
and the day and time of SMS invitations. Sending an advance
SMS proved to be the best solution to increase response by
supposedly building trust with some respondents, even if be-
ing sent from a mobile number not associated with the Uni-
versity and only two hours in advance. The other fairly ef-
fective approach was a reminder SMS, which showed a sim-
ilar increase in response rates. Since sending two or more
text messages to each mobile number would exceed my bud-
get, I did not test sending more than one SMS reminder.
For experimental groups receiving a reminder, the number
of completes in two days after the first SMS (initial invita-
tions) were fairly comparable to the number of completes in
two days after the second SMS (reminders). This indicates
that sending the second reminder SMS a couple of days later
could result in a similar increase of response as the first re-
minder SMS, which was previously reported by Andreadis
(2020). Moreover, I did not have a chance to combine two
of the best approaches, texting an advance SMS and send-
ing a reminder. Combining the best survey maximization ap-
proaches, as well as texting mobile numbers with appended
geo-demographics, should be a subject of future research on
this topic.
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In this study, I was bounded by the survey budget. Thus,
there was a limit to how many mobile numbers I could vali-
date, text, pre-notify or remind, and I could only offer small
conditional incentives. With a larger budget, my experimen-
tal groups would be of a sufficient size to work with more
statistical power in order to identify the best approaches to
this kind of data collection (e.g., the best day for texting invi-
tations). However, my study adds value by presenting results
of a sophisticated survey experiment, including many exper-
imental groups. In the future, investigating response maxi-
mization approaches should be more targeted, while build-
ing on the results of this study; e.g., carrying out an indi-
vidual study on the number of reminders offering the best
cost-benefit balance for the data collector.
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