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Currently, travel diary surveys are the standard method for measuring mobility in official statis-
tics. Nonresponse and measurement are problematic in travel surveys, due to the fact that re-
spondents have to recall all their travels over the course of one or multiple days and have to de-
rive distances for all these travels. To overcome these issues, new methods that rely on passive
tracking of locations over time have emerged. The aim of this paper is to assess nonresponse
in an experimental travel study carried out in the Netherlands. A smartphone application was
developed that passively collects GPS coordinates and automatically populates a travel diary.
Participants are then asked for additional information in the diary, such as travel mode. In the
experiment, respondents from a random sample of the Dutch population participated in a 7-day
study that varied how respondents were recruited into the study, as well as the level and timing
of a monetary incentive. We study at what stage of the study respondents choose to partici-
pate and dropout, and study nonresponse bias across 13 variables from the Dutch population
register. We find that respondents receiving lower incentives, respondents of higher age and
respondents with lower levels of education are strongly underrepresented. The overall repre-
sentativity of the study, as expressed in R-indicators and Coefficients of Variation are rather
low because of this nonresponse. We found a similar bias in nonresponse for age going in
opposite direction when we computed R-indicators for an earlier web-based travel-diary study.
This implies that in the future, diary studies should focus on methods to successfully combine
smartphone apps and diaries through the web or on paper if the goal is to limit nonresponse
successfully.
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R-indicator

1 Introduction

Measuring mobility is a challenging task. Traditionally,
it is done by using travel diary surveys, which can be con-
ducted face-to-face, via the phone, or on paper. Participants
in these surveys are usually asked to report the start and end
location, mode of transport, and provide extra information
such as kilometers travelled for all their trips over a period of
time.

Measurement is problematic in travel surveys, due to non-
centrality of the requested information, and the fact that re-
spondents rely on recall to reconstruct their day (Montini,
Prost, Schrammel, Rieser-Schüssler, & Axhausen, 2015).
Moreover, trip under-reporting is an issue; participants do not
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mention certain places they have visited or do not mention
details about a certain trip (e.g. mode of transport) (Wolf,
Oliveira, & Thompson, 2003). In order to reduce respondent
burden, most travel surveys therefore only ask for one day of
travel information (Statistics Netherlands, 2017). However,
this severely limits the amount of data available for comput-
ing travel statistics and necessitates inviting large samples of
respondents, in turn increasing costs.

Nonresponse is also an issue. In the Dutch National
Travel Survey in 2017 for example, only 53,8% of the par-
ticipants from the sample responded (Centraal Bureau Voor
De Statistiek (CBS) & Rijkswaterstaat (RWS), 2018). For
these reasons, a large range of studies has tried new data col-
lection methods to improve trip reporting and response rates.
Since most people have a mobile phone which can track geo-
locations continuously (Statistics Netherlands, 2019), smart-
phones apps offer the potential to track locations continu-
ously with more precision and over a longer period than cur-
rent travel diaries. Apps are already being developed with
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the goal of improving the quality of diary studies (Elevelt,
Lugtig, & Toepoel, 2019), to track behavior of people over
time (Sugie, 2018), or in order to better stay in touch with
sample members (Keusch, Leonard, Sajons, & Steiner, 2019;
Luxton, McCann, Bush, Mishkind, & Reger, 2011).

Despite some obvious advantages that smartphone apps
offer for measurement of travel behavior a big question is
whether it is possible to use smartphone apps in a study
among the general population. There are good reasons to
believe that many respondents are not able or willing to par-
ticipate in smartphone studies, and that nonresponse bias is a
large.

The aim of this paper is to assess nonresponse rates and
bias in a smartphone travel survey carried out by Statis-
tics Netherlands in 2018. Within a large-scale pilot of a
smartphone-app that aimed to measure travel behavior for
a week, we used experiments on recruiting methods, and in-
centives to test which strategy works best to achieve good re-
sponse rates, and to limit nonresponse bias. Because the goal
of this study is to produce official statistics on travel behav-
ior, it is important to understand potential selection biases.
Variables like age, income and level of education correlate
strongly with the choice of transport mode. Paper or web-
based travel diary studies suffer from strong selection biases
as well (eg. Forsman, Gustafsson, & Vadeby, 2007; Richard-
son, Ampt, & Meyburg, 1996), and even when smartphone-
based travel studies do suffer from large rates of nonresponse,
the question is whether nonresponse bias is higher or lower
as compared to a more traditional diary survey. In this paper,
we will therefore first study selection bias in the smartphone-
based travel study in some detail, and then compare the rep-
resentativity of this study to the representativity of a tradi-
tional paper-based diary, also carried out by Statistics Nether-
lands in 2016.

In the next section we will discuss recent developments
in travel surveys. Then, we will describe the study set up
and explain our statistical analyses. Following this we will
present our findings. Finally, we will discuss limitations and
future possibilities.

2 Background

Traditionally, travel behavior is measured via paper diary
surveys. Travel studies have changed a lot in recent years.
Several new methods exist: web surveys, GPS tracker stud-
ies, and smartphone apps. These new methods and their chal-
lenges will be discussed below. For a comprehensive litera-
ture reviews on developments and challenges in travel sur-
veys, see Gadziński (2018) or Yue, Lan, Yeh, and Li (2014).

2.1 From paper-diaries to smartphone-based methods
in travel studies

With the advent of web surveys in the 2000s, many (travel)
diary studies, that were traditionally conducted using paper-

and-pencil diaries moved to web (e.g. Bayart & Bonnell,
2007; Richard & Rabaud, 2018). Web surveys are cheaper
and easier to conduct. Apart from effects on costs and lo-
gistics, the web can also help respondents to provide better
quality data. In travel diaries, additional aids, such as a map
can be used to put trips into context. A parallel test of the
web- and paper-and-pencil version of a travel diary study
showed that trip underreporting was lower and the average
number of reported trips per day was higher in the web ver-
sion (Hoogendoorn-Lanser, Schaap, & OldeKalter, 2015). A
disadvantage of web diaries is that they still rely on respon-
dents’ recall. For travel diaries, this means that respondents
have to recall details of every trip, their start- and endpoint
location and times,the transport mode used, and whether the
trip was taken alone or together with others. Zijlstra, Wi-
jgergangs, and Hoogendoorn-Lanser (2018) discuss that it is
generally very difficult for respondents to provide complete
and correct information for all trips, and as a consequence,
measurement error is considered to be a major problem in
travel diary studies.

Instead of asking participants for their location, locations
can be passively tracked using GPS tracker devices (e.g.
Duncan, Badland, & Mummery, 2009; Shen & Stopher,
2014). In GPS studies a dedicated GPS tracker is provided
to each participant. Sometimes the tracker is placed in the
participant’s car, in other cases the tracker has to be carried
around by the participant. Some studies ask for only one day
of data, others tested longer periods as well. Sometimes the
GPS tracker only supplements an existing survey, while in
other cases the trackers were replacing the survey altogether
(Shen & Stopher, 2014).

Stopher, Fitzgerald, and Xu (2007) argue that a GPS
tracker very well supplements a travel survey. It can be use-
ful for producing correction factors for inaccurately reported
travel times or travel distances. The researchers found that
participants often misreport these in a survey, but a GPS
tracker provided reliable measurements.

However, a study by Bricka, Sen, Paleti, and Bhat (2012)
suggest that GPS tracker data are not always superior to the
traditional diary. The researchers found that GPS data col-
lection does not work well for the elderly, people who travel
for leisure and people who are not familiar with the technol-
ogy, as these people are less likely to carry the GPS tracker
all the time. Such missing trips lead to an underreporting of
trips for these specific groups. For younger respondents, and
particularly for people who travel a lot the GPS studies were
beneficial. Therefore, Bricka et al. (2012) advise that GPS
tracking should only complement the travel survey, and not
completely replace it.

In the last few years, there is a move away from GPS
trackers towards using smartphones. Because so many peo-
ple now own smartphones and carry those with them most of
the time, these devices can potentially be used as a way to re-
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place both the diaries and the GPS trackers. A key role here is
played by smartphone apps, which serve as the software ap-
plications of smartphones, allowing the user to interact with
the phone, and to record data. Many apps are currently being
developed and improved (e.g. Geurs, Thomas, Bijlsma, &
Douhou, 2015; Nitsche, Widhalm, Breuss, Brändle, & Mau-
rer, 2014; Smoreda, Olteanu-Raimond, & Couronné, 2013;
Vlassenroot, Gillis, Bellens, & Gautama, 2015). For a com-
prehensive overview of previous studies with mobile phones,
see Wang, He, and Leung (2018).

Ohmori, Nakazato, and Harata (2005) provided a very
early example of a smartphone app study to measure travel
behaviour. The authors compared an app to a paper-and-
pencil diary survey and found that the respondent burden
was lower in the smartphone-app study, because participants
could fill in the information in real-time. Data entry was also
more frequent in the app than in the paper-and-pencil survey.
However, battery consumption was affected by the app and
respondent burden in the mobile phone survey depended on
activity-travel behaviour and mobile phone literacy.

Due to technical advances, battery consumption is becom-
ing less of an issue more recently. Nahmias-Biran et al.
(2018) used a smartphone travel survey and compared its
effectiveness to large-scale household surveys in Singapore
and Tel-Aviv. The researchers found that the smartphone
data had a higher resolution and accuracy of travel duration
and start- and stop times. Also, it was able to better represent
activity patterns that are often under reported in traditional
surveys, such as sub-tracks that are part of a longer trip.

Greene, Flake, Hathaway, and Geilich (2016) reported on
a proof-of-concept app that would replace a traditional one-
day travel survey with a seven-day smartphone app. The re-
searchers wanted to collect more data, while keeping in mind
the respondent burden. Therefore, the app automatically col-
lected GPS data, which was then used to populate a more tra-
ditional diary. Participants then would have to answer ques-
tions using a ‘prompted recall’ method about those trips

In a similar vein, Greaves et al. (2015) created a smart-
phone app and provided it as a supplement to the travel sur-
vey. The app would not only show the diary, but also show
the tracks on a map in order to facilitate the respondent in
recalling details about the trip. Respondents were given a
choice between an app, and a traditional diary. Half of the
participants decided to make use of the app. The study found
that the app improved trip reporting, mostly so when partici-
pants also used the map function in the app. However, some
individuals found the study too burdensome because of all
the tasks and were not willing to participate. Also, the au-
thors raised the issue of different mobile phones: it is hard (if
not impossible) to create an app that works in the same way
on all devices.

2.2 Predictors of nonresponse in smartphone and diary
studies

The survey response process can be divided into a series
of sequential steps that a researcher and respondent need to
take in order to arrive at a complete response. In a traditional
survey, contact has to be made first. If a participant cannot
be reached, there is an issue of noncontact resulting in unit-
nonresponse. Next, participants might refuse to participate.
Some participants might not be able to participate (e.g. due to
infirmity, language problems), which again will lead to unit
nonresponse and might cause bias. Then, of course, partici-
pants have to answer all the questions in order to complete
the survey (Bethlehem, Cobben, & Schouten, 2011). All
these aspects of nonresponse may cause nonresponse bias
when those not observed differ from the participants in the
study.

When conducting a study in a smartphone app, the respon-
dent has to go through several additional steps in the process
of participating in the study. First, participants have to be
able to download the app and run it on their phones. Then,
they have to register in the app. Most importantly, they must
interact with the app for the duration of the study. The re-
searcher has very little control over interaction with the app
after sending the invitations. Participants decide when and
how much data they want to provide in the app, and often are
asked to interact with the app multiple times a day. If respon-
dents experience technical issues, it is hard to help them.

Existing findings from studies that have used smartphone
apps in panel studies, have shown that nonresponse bias is
a problem. For example, Elevelt et al. (2019) found that
age was a strong predictor for participation in a smartphone-
base time use diary in the Dutch LISS panel, with older
age groups being less likely to participate. In the German
IAB-smart panel (Keusch, Struminskaya, Antoun, Couper,
& Kreuter, 2019), people with higher education and income
levels, and younger age groups were more likely to partici-
pate, although differences here were not very large. Wenz,
Jackle, and Couper (2019) found that gender, age, education,
labour force status and housing tenure are significantly re-
lated to not participate in some tasks. Women, highly ed-
ucated and younger members of the Understanding Society
panel study in particular were more likely to participate in
a smartphone spending study Jäckle, Burton, Couper, and
Lessof (2019). Many studies point to the fact that some de-
mographic variables do not cause the selection bias often
present in smartphone-based app studies. Rather, these de-
mographic groups often have better access to smartphones
(Keusch, Bähr, Haas, Kreuter, & Trappmann, 2020), use
these smartphones more often and are more willing generally
to participate in smartphone-based studies (Revilla, Couper,
& Ochoa, 2019; Struminskaya et al., 2021).

The relationship between these variables and nonresponse
are not causal. Rather, familiarity and acceptance of smart-
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phones as a general tool (Haan, Lugtig, & Toepoel, 2019),
and a tool for research in particular (Struminskaya et al.,
2021) are correlated to several socio-demographic variables.
So are attitudes towards privacy in smartphone studies (Re-
villa et al., 2019).

Traditional travel diary studies conducted with web- or pa-
per diaries also suffer from nonresponse bias. Younger peo-
ple, individuals with a low income or lower educational level
are less likely to participate (Bricka, 2008). Also, married
people or individuals working for the government are less
likely to respond (Zegras et al., 2018). In another study,
Bricka and Bhat (2006) have found that men, unemployed,
young, low educated individuals or individuals who make
many trips and travel long distances are more often under-
reporting their travels. Overall, the picture from both travel
studies and smartphone app studies is that there are often sub-
stantial biases related to socio-demographic variables.

Although it is likely that some nonresponse bias in
smartphone-app travel studies and survey-diary based stud-
ies are similar (e.g lower educated are less likely to partic-
ipate), there is ground to believe that some of the nonre-
sponse predictors are different. Also, it remains a question
whether findings about nonresponse bias in smartphone apps
from panel studies hold in a cross-sectional setting, and when
respondents are recruited from the general population.

In this paper we compare nonresponse bias for a new
smartphone app study that automatically tracks people’s lo-
cation to a diary survey on travel behavior conducted a few
years earlier. There are two major reasons why we concen-
trate on nonresponse biases in socio-demographic variables
only in this article. First, we have register information for a
range of socio-demographic variables, allowing us to assess
nonresponse bias in detail. We don’t have attitudinal reg-
ister data for nonrespondents. Second, we can use findings
from this study to correct for any nonresponse bias by using
correlates of nonresponse in weighting models, or for future
rounds of the study, to specifically target underrepresented
groups in fieldwork. Weighting is especially important when
the correlates of nonresponse are known to also correlate
with our dependent variables. Several studies have docu-
mented how variables like age, educational level, employ-
ment situation and urbanicity relate to the modes of transport
that are used, the number of trips and the distance traveled
(Collia, Sharp, & Giesbrecht, 2003; Van den Berg, Arentze,
& Timmermans, 2011). This makes it all the more important
to understand whether these variables are also predictive of
nonresponse.

In the remainder of this article we will explain how Statis-
tics Netherlands collected the travel data using a smartphone-
app. Then we will show how many people participate at ev-
ery step of the smartphone study. We investigate nonresponse
predictors and finally we explore different participation pat-
terns and investigate if there is a relationship between the

patterns and participant characteristics. Our main research
question is: what demographic variables predict nonresponse
in the app? A secondary question is whether the nonresponse
biases we observe is worse than for a comparable paper-
based travel diary survey.

3 Methods

3.1 Sample

The participants are recruited from two different samples.
A distinction was made between previous OViN (Underway
in the Netherlands; a mixed-mode diary only study) respon-
dents, who already participated in the online OViN diary sur-
vey in September 2018 and newly drawn participants from
the population register. 950 people were invited from the
OViN survey and 946 people were randomly drawn from the
population register using simple random sampling. Having
two samples gives us an opportunity to see which method
leads to a higher response: recruiting respondents straight
into a smartphone app, or recruiting via a survey method that
is familiar to most sample members.

Participants were also randomly divided into three incen-
tive groups across both samples. All participants received€5
with their invitation letter, which is an amount that is used
more often in experiments at Statistics Netherlands. Apart
from the unconditional incentive, we also introduced condi-
tional incentives. Pre-testing the app suggested that €10 or
€20 seemed amounts that would potentially convince some
respondents to participate. We here decided to also test split-
ting an incentive in two in order to encourage respondents to
at least install the app. This resulted in three experimental
groups. Incentive group one (5-5-5) received an extra €5
when they installed the app and again an extra €5 if they
left the app active on their phone for seven days. Incentive
group two (5-0-10) received €10 in one go, but only after
seven days. Incentive group three (5-0-20) received €20 if
they left the app run for seven days.

3.2 The Smartphone app

Data collection was done by Statistics Netherlands (CBS),
through the “CBS verplaatsingen” app. The app was devel-
oped by CBS and is available for Android (5.0+) and iOS
(9.0+) devices, covering about 98% of smartphones that were
in use. The app was intended to work the same across oper-
ating systems, both in the location data it collected and the
User Interface. The invitation letters were sent via postal
mail on October 31st, 2018. In the letter, participants were
asked to go to a specific CBS website. The website provided
information about the study and asked participants to install
the app on their phone. Then they had to open the app on
their mobile phone and register with their personalized login
from the letter (see Figure 1). After registration, they re-
ceived instructions about how to use the app correctly, in the
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form of short videos in the app, and were asked for explicit
consent for location tracking twice (once by the app, once the
operating system). Participants were asked to run the app for
at least seven days and provide extra information each day.
A “do not track” button was provided in the app that would
turn location tracking off. Participants who did not register
by November 14th, 2018, got a reminder letter. Participants
who did not provide seven days of data, got a reminder letter
on November 21st, 2018. Data collection finished on Decem-
ber 15th, 2018.

The app automatically collects GPS data on the mobile
phone. A combination of Wi-Fi detection and GPS sen-
sors was used to determine the location. Measurements were
taken every minute when a phone was stationary (not mov-
ing). Whenever location sensors detected that the phone
was moving, measurements were taken every second, and
it would switch back to 1-minute intervals after being sta-
tionary for about 3 minutes. The location measures were
then used to populate a diary that splits the day into stops
(periods of rest), and tracks (periods of travel) The partic-
ipant would see the list of stops and tracks, and by click-
ing on them, would see the trip/track on a map (see Figure
2). Participants were here asked to provide extra informa-
tion about their trips: the name and the purpose of the stops
and the travel modes between the stops. In addition to the
diary, there were also daily questions. The first question
was an open question, asking if there were any comments
for that day, followed by a multiple-choice question asking
if the participant travelled differently than usual on that day.
Finally, a Yes/No question asking if the participant carried
his/her phone during the whole day. Participants were never
prompted to annotate the diary. More details about the app
itself, and how it worked for respondents can be found in
McCool, Lugtig, Mussmann, and Schouten (2021).

Because of the fact that location measurements were taken
dynamically, battery use in our app was not problematic. We
tracked respondents’ battery levels throughout the study, and
found only a handful of respondents in our study to expe-
rience an empty battery. An evaluation survey that was con-
ducted among respondents about 2 weeks after the study also
found no respondents commenting on battery consumption.
Respondents did comment on the fact that the app sometimes
crashed, or caused the phone to become ‘slow’. This was
mainly caused by our data transfer protocol. Location data
were always stored on the phone, and only transferred when
a phone connected to WiFi, unless respondents manually sent
data. Some respondents in our study connected to WiFi very
infrequently, leading to a lot of data being stored within the
app, making it slow. Respondents who experienced problems
with the app could call or e-mail the helpline of Statistics
Netherlands. Over the course of the study, the helpline got
about 200 calls about the installation, use of the app, and
completion of the study.

Figure 1. The first screen (left panel) is the login screen that
was presented to participants upon installing and opening the
app. Their personalized login consisted only of numbers and
each participant was provided with a user id and password
in their invitation letter. After logging in, respondents were
asked to allow location access (middle panel), and were pre-
sented a series of 5 short video’s explaining how to interact
with the app (right panel)

Figure 2. User interface of the app. Participants can (up-
per left panel) select a day of the week, after which they
are presented with an automated travel diary separating the
day into stops and trips (upper middle panel). Participants
can annotate trips with the transport modes used (lower left
panel) and give names to stops (lower middle panel), can ex-
plain the reason why stops were made (lower right panel),
and finally answer questions about the day (“was it a normal
day”) (upper right panel). After annotating a day, stop or trip,
the pencil symbol In the overview of the day (upper middle
panel) turns into a green tick mark to indicate that the task is
complete.
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3.3 The comparison study: OViN 2016

In order to put the nonresponse analyses for the
smartphone-app study into context, we also compute R-
indicators for the 2016 TDS Under way in the Netherlands
Study (OViN), conducted annually by the Dutch Ministry of
Infrastructure (Centraal Bureau Voor De Statistiek (CBS) &
Rijkswaterstaat (RWS), 2018). OViN is designed primarily
as a web-based diary study, where respondents keep track of
all their trips, including start- and endpoints, and times for a
specific day of the week. Participants are sampled from the
Dutch population register. The sample is a two-stage strati-
fied cluster sample of individuals within councils. Respon-
dents from rural regions are somewhat oversampled. The in-
vitation for the online survey is comparable to that of the
app-based survey, with a mailed invitation letter and two re-
minder letters.

In order to limit nonresponse in the OvIN study, non-
respondents to the web diary are followed up with one of
two modes. Nonrespondents with a registered phone num-
ber were contacted by phone and those without registered
phone number by face-to-face and then asked again to con-
duct the survey. Because both the smartphone app study and
OvIN are sampled from the same population register, we can
use the same variables to compare the two studies in terms
of nonresponse. In order to limit nonresponse in the OvIN
study, nonrespondents to the web diary are followed up with
one of two modes. Nonrespondents with a registered phone
number were contacted by phone. Those without registered
phone number by face-to-face and then asked again to con-
duct the survey. Because both the smartphone app study and
OvIN are sampled from the same population register, we can
use the same variables to compare the two studies in terms of
nonresponse. Although the design and target variables of the
surveys are largely the same, there are some small differences
between OViN and our smartphone-app study that are worth
pointing out: One main difference to the app-based study
is that OViN asked for only one day of travel information,
whereas the smartphone study rund for 7 days. Second, the
target population for OViN is all ages, whereas the app-based
survey was restricted to 16+ years. Third, the fieldwork year
of OviN is different (2016 vs. 2018). Finally, fieldwork in
OViN is conducted year-round, with the sample split into
52 weekly batches, whereas invitations for our smartphone
study were all sent out at the same date (October 31st). Al-
though these differences mean that nonresponse bias across
the two studies may differ somewhat (e.g. because of year
or month-specific nonresponse), the goal of the current study
is mainly to put the findings from our smartphone study in
context.

3.4 Statistical analyses

Key stages of nonresponse. The goal of this paper is to
analyze nonresponse in the study. Nonresponse can occur at
different stages of the study. Therefore, three key stages were

defined that participants could reach/complete. These stages
focus on registration, activation and completion.

Stage 1 indicates whether a participant downloaded and
registered in the app using their credentials sent by mail.
Registration is measured by checking if there was data de-
livered at least once. This stage is important, because in this
stage we can investigate why some participants register and
others do not.

Stage 2 indicates whether a participant interacted with the
app after registration. This stage is defined as providing at
least 1 day of data. This means that these participants deliv-
ered some data on the first day. Here, we are interested in
why participants would discontinue to use the app after the
first try.

We expect that participants who did not make it to stage
1 but dropping out at stage 2 dropped out due to technical
issues or due to personal issues with the app, such as not
understanding it or simply not liking it. Also, participants
could choose not to share their GPS data. Thus, in stage 2
we look at the effect of the app itself.

Stage 3 indicates that a participant completed the study. In
practice we find that in between activating the app and com-
pleting the study, respondents provide very different patterns
of interaction with the app. For some respondents we find
that data are collected continuously, but more respondents
have missing location data due to switching their phone off,
empty batteries or signal loss.

In order to analyze nonresponse in Stage 1, stage 2 and
stage 3, we ran logistic regressions with stage completion
(yes/no) as outcome and various background variables as
predictors (see Table 1 for all variables). Other methods
might have been also interesting to investigate, such as a sur-
vival analysis to see how far participants make it. However,
we decided not to focus on those methods due to the com-
plicated nature of dropout patterns and missing data. In this
paper we concentrate on analyzing the potential biases that
are introduced at the three major milestones of this study.

The variables we used as predictors for nonresponse were
all taken from the Dutch population registry. We selected the
variables to be able to compare them to predictors found in
traditional travel surveys and other mobile phone apps, and
focus our analyses on main effects of these predictors. We
initially also included models with interaction effects, but
found that the models without interaction effects fitted the
data better (according to values of AIC). Apart from log-
odds effects, we also report the Average Marginal Effects
(AME) of the coefficients for easier interpretation and com-
parisons and focus our interpretation of the results on these.
The AMEs were calculated with the “margins” package in R
(Leeper, Arnold, & Arel-Bundock, 2018).

R-indicators. After computing logistic regression re-
sults, we further study how the variables that contribute to-
wards nonresponse at different stages of the study, contribute
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to the overall representativity of the study. For this, we use
so-called R-indicators, that are included in data collection
monitoring dashboards at Statistics Netherlands. First, we
monitor representativeness within the different stages of the
study itself, i.e. from sample to registration to activity to
submission of a complete diary. Second, we compare the
representativeness of the smartphone-app study to the regu-
lar travel survey to evaluate whether the new study suffers
from more or less nonresponse bias problems, and whether
the nature of bias is different.

Representativeness indicators are introduced and dis-
cussed in Schouten, Cobben, Bethlehem, et al. (2009),
Shlomo, Skinner, and Schouten (2012) and Schouten and
Shlomo (2017). The indicators are functions of the sam-
ple variances of estimated response propensities from the lo-
gistic regression models. The more variance is found, the
less representative the response is. R-indicators are stan-
dardized between 0 and 1, where values close to 1 indi-
cate that there are no biases on any of the predictor vari-
ables. Apart from the overall R-indicators, we also evalu-
ate partial indicators, which break down the overall indicator
by predictor to illustrate what particular variable contributes
to the (un)representativity of the data. There are two types
of metrics that can be used to evaluate the relative variance
in propensities in the dataset as whole, and within strata.
One is to use R-indicators and partial R-indicators. Another
is to use coefficients of variation (CV) and partial coeffi-
cients of variation (partial CV). The latter are more natural
when the focus is on population means, and this option we
choose here. SAS and R code and a manual can be found at
http://www.risq-project.eu. All analyses were run in R (ver-
sion 3.5.2) (R Core Team, 2018). The full code is available
in the replication materials and on GitHub1

4 Results

In total 1896 sample members were invited for our
smartphone-app. From these individuals, 674 participants
(35.4%) downloaded and registered in the app. 541 (28.5%)
people activated the app by giving permission to send GPS
data, and provide at least 1 day of data. Of these, 450 par-
ticipants (23.7%) completed the survey by providing at least
seven days of data. Table 1 shows further sample charac-
teristics, also stratified by recruitment method. There are no
significant differences between the samples (not shown in ta-
ble).
4.1 Registration, activation and completion

Using sample-level variables from the Dutch population
register as covariates, we show logistic regression coeffi-
cients explaining participation in Stage 1 (registration), Stage
2 (activation) and Stage 3 (completion) in Table 2.

In stage 1 (registration), we find a significant effect of
recruitment method (fresh or OViN respondents), incentive

condition, age group, level of education, marital status and
income. Some of these effects are strong, implying that there
are relatively strong selection biases in the recruitment phase
of the study. Most importantly we find that older participants
are much less likely to register than younger participants.
This effect increases as the age goes up. Conditional on other
covariates in the model, 26-45 year old sample members are
13 percentage points less likely to register than 16-25 year
olds. For 46-65 year old sample members, this percentage is
20 percentage points, whereas for sample members over the
age of 65 it is 28 percentage points.

Highly educated participants are about 20 percentage
points more likely to register than lower educated partici-
pants. Also, the probability of registering in the app is 16
percentage points higher for participants who previously par-
ticipated in the OViN survey than for newly recruited partic-
ipants. Furthermore, participants from a non-Western origin
are 11 percentage points less likely to register than Dutch
participants. The probability of registering is higher for in-
centive group two (5+0+10) (7 percentage points) and group
three (5+0+20) (10 percentage points) than for incentive
group one (5+5+5), implying that 1 conditional incentive
awarded at the end of study leads to higher registration rates
than a conditional incentives split in two, and a higher in-
centive (20 instead of 10) further leads to a registration rate
that is about 3 percentage points higher. Further, there is a
significant difference between the first two quantiles of in-
come. Participants from quantile 20-40 are 10 percentage
points less likely to register than participants from the lowest
quantile (0–20). Finally, single participants are 6 percentage
points less likely to register than married participants. We did
test whether some of the design features (the sample and in-
centive groups) interacted with demographic characteristics,
but found no interaction effects.

In stage 2 (registration), we find similar effects as in stage
1. We find that 133 of the 674 registered participants fail
to activate the app and transmit data. The analyses in Table
2 are all conditional on sample membership, so in order to
understand how selection bias may change over the course
of the study, the change in coefficients between stages 1 and
2 are informative. We find here that although that are some-
times very small changes in the coefficients, differences are
not meaningful. The effects of sample origin become a bit
smaller, implying that respondents from the fresh sample are
a bit more likely to activate the study conditional on regis-
tering the app. Similarly, the AME for level of education
become about .05 smaller, meaning that higher educated re-
spondents are less likely to register the app.

In stage 3 (completion), the change in the coefficients re-
main small in comparison to stage 1, and are negligible as
compared to stage 2. This implies that although there is

1https://github.com/peterlugtig/Data-archive-SRM-TABI-non
response

http://www.risq-project.eu
https://github.com/peterlugtig/Data-archive-SRM-TABI-nonresponse
https://github.com/peterlugtig/Data-archive-SRM-TABI-nonresponse
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Table 1
Descriptive statistics taken from register data for the sample, split by recruitment
method

Split by recruitment method

Sample Overall Fresh OVin 2018 Population 2018

Sample size (n) 1896 946 950
Incentive (%)

5-5-5 33.4 33.5 33.3 -
5-10 33.4 33.4 33.4 -
5-20 33.2 33.1 33.4 -

Age (%)
16-25 13.9 14.2 13.7 14.6
26-45 30.0 29.1 30.9 29.3
46-65 36.3 35.7 36.8 32.9
>65 19.8 21.0 18.5 23.1

Drivers license = Yes (%) 79.8 77.0 82.6 77.6
Car owner = Yes 46.9 45.1 48.7 71.3
Moped owner = Yes 5.5 5.3 5.7 5.5
HIghest level of educationa

Primary 4.2 5.6 2.8 9.9
Lower secondary 11.3 11.6 10.9 21.0
Upper secondary/ vocational 24.7 23.2 26.3 37.3
Bachelor 14.9 13.4 16.3 19.5
Master 7.9 6.4 9.3 10.8
Unknown 37.0 39.7 34.3 1.4

Marital Status (%)
Married 51.6 50.8 52.4 47.0
Single 48.4 49.2 47.6

Origin (%)a

Dutch 81.1 79.0 83.3 83.9
Not-western 9.0 10.8 7.2 7.6
Western 9.9 10.3 9.6 8.6

Income percentiles (%)b

0-20 16.5 12.4 20.6 20.0
21-40 21.6 17.1 26.1 20.0
41-60 19.3 19.9 18.7 20.0
61-80 20.8 23.3 18.4 20.0
Unknown 1.8 2.5 1.1

Gender (%)
Male 49.3 47.4 51.3 47.9
Female 50.7 52.6 48.7 52.1

Urbanity (%)b

Very strongly 21.3 21.9 20.6 23.6
Strongly 25.7 25.3 26.1 25.2
Moderate 19.8 19.8 19.8 17.1
Little 17.7 17.0 18.4 17.2
Not 15.6 16.1 15.1 17.0

Home Owner (%)
Owner 67.6 66.3 68.9 66.2
Rent 29.5 31.1 27.9 31.2
Unknown 2.8 2.5 3.2 2.6

a For explanation about the Dutch school system. see https://www.nuffic.nl/en/subject
s/education-in-the-netherlands/ b For the official cut-offs and calculations. see https:
//www.cbs.nl/nl-nl/onze-diensten/methoden/classificaties

https://www. nuffic.nl/en/subjects/education-in-the-netherlands/
https://www. nuffic.nl/en/subjects/education-in-the-netherlands/
https://www.cbs.nl/nl-nl/onze-diensten/methoden/classificaties
https://www.cbs.nl/nl-nl/onze-diensten/methoden/classificaties
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dropout over the course of the study (91 participants do not
complete the study), this does not affect the selectivity of the
study, beyond the bias that was introduced in stage 1 and 2.

A further question we turn to now is what these findings
imply for the overall selectivity of the study. How represen-
tative is the smartphone-based travel app?

4.2 Representativeness and nonresponse bias

The smartphone-app. We again consider the three
stages of response, i.e. registration of the app, activation and
completion of the 7-day diary study. For each of the stages
we will evaluate the R-indicator, and Coefficient of Variation
(CV) to evaluate the overall representativeness of both the
smartphone-app study, and compare our estimates to those
to the OViN diary-study. In order to conform to the stan-
dard monitoring of OViN at Statistics Netherlands, we use a
model with the following seven variables:
• Ethnicity: native, 1st generation non-western, 2nd gen-

eration non-western, 1st generation western, 2nd generation
western
• AgeClasses: 12-17, 18-24, 25-29, . . . , 65-69, 70-74, 75

and older
• IncomeClasses: No registered income, 1st quintile, 2nd

quintile, . . . , 5th quintile
• Urbanity: Not, little, moderate, strong, very strong
• CarHH: No cars in household, one car in household,

two cars in household, three or more cars in household
• Moped: Yes or no owner of a moped
• License: Yes or no having a driver’s license
Note that the variable coding differs slightly from the pre-

vious analyses: Ethnicity and age classes are more detailed
and educational level, gender, home ownership and marital
status are omitted. In the case of educational level this is
a pity; educational level has only been administered fairly
recently in the population register of the Netherlands, and
as such is missing for most older respondents or respon-
dents with a migration background. The reason that we here
choose to use a different set of characteristics is that we
want to be able to compare R-indicators for both the new
smartphone-app study, and the OViN in diary study. Because
we are not able to retroactively link other register data to
2016 OViN, we therefore adjust our covariates in this section.

Figure 3 presents a response-representativeness plot, or
RR-plot, for the three stages. The vertical axis has the R-
indicators and the horizontal axis the response rates. The di-
agonal lines represent constant values of the CV. The vertical
bars around the points correspond to 95% confidence inter-
vals. Obviously, the response rate is lowest for a complete
diary and highest for registration. The R-indicator decreases
slightly, but not significantly, when registered respondents
drop-out. In general, representativeness is relatively low.

Next, we consider the variable-level partial CV for the
three stages. Figure 4 gives the dashboard bar charts with un-
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Figure 3. RR-plot for app registration, any app activity and
complete app diary.

conditional and conditional partial CVs for each of the three
stages. The unconditional values present the contribution of
the variable to response propensity variance. The conditional
values give the unique contribution of the variables adjusted
for collinearity. Next, we consider the variable-level partial
CV for the three stages.

From Figure 4, we can conclude that representativeness
changes only slightly from registration to completion of the
study, confirming our earlier findings from Table 2. The
strongest contributions come from age and income. The vari-
ables that are directly relevant for the travel survey; car and
moped ownership and driver’s license, give relatively small
contributions, especially when adjusted for collinearity. The
latter is a positive finding. It should be noted, however, that
confidence intervals are still relatively wide for a sample size
of 1900 and conclusions need to be drawn with care. We will
consider category-level partial CVs in the next section when
comparing representativeness to the regular survey.

Comparing variable level bias between app and diary.
Response rates in OViN 2016 are 18.3% for the web survey,
which then increases to 54.8% after CATI and CAPI field-
work. We find that the web-response in the survey is thus
about 12% points lower than in the smartphone-study, but
after other modes are added, the response is much higher.
Figure 5 gives the variable-level partial CV for the app-based
survey, the online response for OViN 2016 and the total
response for OViN 2016 (including telephone and face-to-
face). We can make a number of observations: First, the reg-
ular online response in the 2016 OViN study shows strong
similarity in representativeness on the variable level to the
2018 smartphone-app study. The same variables—age and
income—stand out as most influential. Second, the partial
CV’s have a similar order of magnitude as well for these
two sets of responses. Third, the full mixed-mode response
is much more representative on all variables. We may con-
clude from these observations that an online questionnaire or
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tial CV for registration, activity and complete diary. Yel-
low and white bars represent, respectively, unconditional and
conditional partial CV. 95% confidence intervals based on
normal approximation are included
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tial CV for the app-based survey complete diary (upper
panel), the online response to the regular survey (middle
panel) and the total response to the regular survey (lower
panel). Yellow and white bars represent, respectively, uncon-
ditional and conditional partial CV. 95% confidence intervals
based on normal approximation are included.

an app result in similar representativeness overall. It would
however still be possible that the different variables con-
tribute differently towards the R-indicator. To see this, we
need to look at the category-level partial CV.

Figure 6 shows the category-level partial CV for the vari-
able age, which contributes most to the CV in both the
smartphone-app and OViN. Category-level partial CVs in-
clude a positive-negative sign to indicate overrepresenta-
tion and underrepresentation, respectively. While the two
variables have similar contributions to response propensity
variance, the nature of the contributions is almost reverse.
Younger age classes are overrepresented in the app-based
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Figure 6. Unconditional and conditional category-level par-
tial CV for the app-based survey complete diary and the on-
line response to the regular survey. Yellow and white bars
represent, respectively, unconditional and conditional values.
95% confidence intervals based on normal approximation are
included.

survey, whereas older age classes are more present in the reg-
ular online survey. This finding may not be surprising, but is
very relevant from a survey design point of view. If there are
ways in which we can combine both types of data collection,
we may be able to reduce nonresponse bias on age.

5 Conclusion and discussion

In this paper we investigated nonresponse in a new travel
study conducted using a smartphone app. We analyzed non-
response patterns in order to understand nonresponse bias in
the study. Variables available for all sample members from
the Dutch population register allowed us to establish that
there are substantial nonresponse biases in the study. Most
of these biases are introduced in the recruitment phase of the
study. Despite the fact that our recruitment rate was rela-
tively high (30%) we found that strong biases in especially
age and level of education exist. Older and lower educated
sample members were much less likely to participate. These

biases persist throughout the study. After registering for the
study, biases did not get worse or better in the next two stages
we analyzed (activation and completion). We also found that
higher incentives lead to a much better participation rate.

Overall, these biases lead to an R-indicator for the study
that is about .70, which is rather low. When we com-
puted the R-indicator using the same register variables for
the OViN travel diary study which was the smartphone app
study sought to replace and which was conducted through
an ‘old-fashioned’ web diary, we found that the representa-
tivity of that diary-survey was similarly low. Interestingly,
when partial indicators were evaluated at the variable level,
we found that the biases in both designs are in opposite di-
rections: whereas the response rate for people under the age
of 25 in the smartphone app study is about 20% points higher
than for people over 45, it is about 20% points lower in the
earlier diary study. These findings may be a bit particular
to the specific smartphone app we used and may vary some-
what with time. They are in line with findings from other
studies however. Whereas in survey research there are prob-
lems with getting an adequate response rate among younger
respondents, smartphone-based studies find it easier to attract
young respondents.

Future studies could investigate further how the combina-
tion of a web or mixed-mode survey and mobile app works
best. The smartphone app can be introduced within a broader
mixed-mode fieldwork strategy, although that would lead to
challenges in data harmonization across the different modes
being used in the study.

We found that age and level of education were the main
drivers of nonresponse bias. Because these variables are
also related to various substantive outcome measures of the
study (the number of trips, modes used and distance trav-
eled), these variables would need to be included in post-
survey adjustments for nonresponse. In our case, it would be
possible to weight the data in order to correct to some degree
for bias due to unit-nonresponse. Other travel studies often
do not have the ability to sample from rich register data, and
therefore also cannot correct for unit-nonresponse.

Weighting for unit-nonresponse alone does not solve the
missing data problem however. For missing data within the
study, a more sophisticated method is needed that currently
does not exist. Even when respondents complete 7 days of
the study, we often find that data are missing for short pe-
riods every day due to battery issues, technical problems,
or respondents not taking their phone with them. Because
of these missing episodes, estimates of for example the dis-
tance traveled are severely underestimated if one would use
the location data naively. Before one can weight the data to
deal with unit-nonresponse, it is necessary to deal with miss-
ing sections of trips, or missing hours or days within the app
study. Data may be imputed at the level of individual location
at particular times in case short sections of trips are missing,
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but probably have to be imputed at the aggregate track level
when parts of a day are missing. Only after these steps can
weighting be used to effectively correct for unit-nonresponse.
Age and level of education would in such models be impor-
tant covariates.

Two further findings stand out. The method to recruit re-
spondents directly into an app yielded a response rate that is
16 percentage points lower than the response rate for respon-
dents who earlier participated in OViN. However, one has to
remember that OViN itself has a response rate of about 50%,
and that conditional on the sample as a whole direct recruit-
ment into the app was more successful. Similarly, we found
that higher incentives lead to higher participation rates. How-
ever, we also find that the condition where conditional incen-
tives are split across two moments (5+5+5) yielded about
6 percentage points lower response rates than the condition
with only one conditional incentive (5+0+10). The total
amount of the incentive is the same in these two conditions
and it is easier to receive the incentives in the 5+5+5 con-
dition. Yet, respondents prefer the 5+0+10 condition. We
have to speculate why this is, but imagine that the simpler in-
centive structure with a higher conditional incentive appeals
more. Although not tested in this study, the combination of
an unconditional 5 euro incentive in combination with a con-
ditional incentive seemed to work well. We did not find any
interaction effects with the demographic variables we also
tested, implying that the incentives we tested work similarly
across demographic groups. Future rounds of the app should
focus on methods to attract older and especially lower edu-
cated respondents. Different incentives structures may help
to attract these underrepresented groups.

All in all, this new method to measure mobility is defi-
nitely promising. In a smartphone app a diary, GPS track-
ing and questions can be combined into one single study.
The data resulting from this study is far more fine-grained
and rich than could ever be achieved with a traditional di-
ary study. We have also seen that it is possible to collect
seven days of data, which goes beyond what diary studies
normally collect. Nonresponse is however still an issue in
doing a smartphone app study among the general population,
and perhaps even more so than in traditional surveys or diary
studies.
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