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Online Appendix

Appendix A.1: First-hand analysis of cheating behawor

Figure A.1 presents the results of a simple crbsgation between the share of correct
answers and corrected RTs, broken down in deélekationships are mostly monotonic
(though not linear), as the share of correct answither tends to decrease (K2 to K4) or to
increase (K1) as a function of RTs. In the cask2and K3, however, responses in the last
two or three RTs deciles break with the overalhfaf the relationship.

Figure A.1: Relationship between the share of cact@nswers on the four knowledge items
and RTs expressed in approximate decile intervals
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A simple crosstabulation such as the one perfonmé&ayure A.1 should be the first step in
the exploration of the validity of a knowledge scalVhenever the share of correct answers
tends to increase at longer Rarsd contradicts the overall trend, then there is céoise
concern. The method described in this article @stiablish whether this concern is founded
and whether available solutions to correct forgheblem of cheating in knowledge scales are
fit for purpose.



Appendix A.2: Component loadings for RTs

The results of a principal component analysis o§ Rlall 24 items suggest that the time
taken to answer any one question has much to dotheéttime taken to answer the others
(model KMO=.97). Components were rotated (oblimietinod) to ease the interpretation of
extracted dimensions. The first dimension alondanp 36% of the total variance in RTs.
Most filler items (i.e., 17 out the 20 attitudiraald behavioral questions) are strongly
correlated to this dimension (.50 < .87). The remaining three filler items (B4, B8dan
B10) are related to a second dimension (6% explameance; .6& r < .68); interestingly,
these items share the feature of being retrospegtiestions, which might tap a specific
“biographic memory” dimension. Conversely, knowledgTs are unrelated to the first two
components (alls < .35) and contribute almost entirely to theation of a third
component, accounting for an additional 5% in tetalance (.5%& r <.69) while RTs to
other questions are essentially unrelated tolit ¢ak .20).

One may conclude that RTs are generally interre}diet also that answers to knowledge
questions tend to proceed at their own pace, imibgrely from answers to other types of
questions. Upon closer inspection, however, it app#hat this description is reflective of the
pattern of RTs in the online (CAWI) sample — am@W®yT| respondents, in contrast, RTs
for knowledge items are less different from RTsdther items. Figure A.2 displays the
associations between RTs and the first componethieofactorial solution as well as the most
important componerfor knowledge items in particulaAs it turns out, this particular
component corresponds to the fourth componentdrCATI sample (5% explained
variance), and to the second component in the Cséifiple (6% explained variance). As for
the first component, it explains 19% variance & @ATI sample (model KMO=.84) and
32% variance in the CAWI sample (model KMO=.96)eTlyure is based on standardized
regression coefficients from a model where each’#dRT is regressed on both components
(“pattern matrix”); it thus displays componenisiiquecontribution to the prediction of RTs.

In sum, there is a clear distinction between knodgteitems and other types of items.
However, this distinction is enhanced by the oniimerviewing mode. All detailed analyses
can be obtained from the author upon request.

Figure A.2: Component loadings for the rotated pdipal component analysis of RTs
among CATI respondents (left panel) and CAWI respulamts (right panel)
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Appendix A.3: Measurement of variables

Individual-level and contextual variables

Table A.1 describes all individual and contextualiables used in the paper and in the
following appendices. Item-level variables and RWs are discussed below.

Table A.1: Description of individual-level and coettual variables

Variable Range Descriptive statistics % val
Age 18- 96 M=49.8; SD=17.8 100.0
Sex 0-1 Man: 49.2%; Woman: 50.8% 99.2
Education 1 (compulsory)- 7 Median=4 100.0
(university)
Linguistic region 13 German-speaking: 73.3%; French-speakindg:00.0
22.0%; Italian-speaking: 4.7%
Political interest 1 (not interested at all)Median=3 99.4
— 4 (very interested)
Intensity of left-right self- | 0—5 (folded 6-10 M=1.91; Median=2; SD=1.57 100.0
placement left-right scale; DK
and NA coded 0)
Overall exposure to 0 (no exposure) 3 Additive scale ¢=.66; M=1.60; SD=.78) from99.7
information (very high exposure) | 3 items: (1) attention to news; (2) # of infort
mation sources; (3) interpersonal discussign
Nationality at birth 0-1 Swiss: 85.2%; foreign: 14.8% 99.2
Professional role/function | 416 Executive: 7.1%; Supervisory: 14.9%; Ope-100.0
rative: 32.9%; Self-employed: 7.8%; Non-
active: 31.9%; Missing information: 5.4%
Income (gross monthly 1 (low) — 3 (high) Low (up to 5000 CHF/missing): 31.8%; 100.0
household income, recoded) Middle (5006-10,000 CHF): 43.0%; High
(more than 10,000 CHF): 25.2%
Dwelling place 1 (densely populated| Densely populated (city): 25.1%; 100.0
area)- 3 (thinly Intermediate density (towns/suburb43.6%
populated area) Thinly populated (rural areas): 26.2%
Interviewing mode 0 (CATI)}- 1 (CAWI) | CATI: 18.1%; CAWI: 81.9% 100.0
Days elapsed since electign — 42 M=11.79; Median=10; SD=9.78 100.0
Internet use 0 (occasional/no use} Occasional/no use: 12.6%; Regular use: | 99.3

— 2 (daily use)

11.6%; Daily use: 75.9%

Item-level variables

Item typevaries between attitudinal (10 items), behavi¢t@litems) and knowledge (4

items); see Table 1 for description and classificadf items.ltem uncertaintys based on the

total percentage of “don’t know” responses andsaffsito answer; it ranges between 0.3
(items B6, B7, B9 and B10) and 17.1 (item K4)em position in the questionnainedicates

the item’s rank in the overall order of questiomshe questionnaire; it ranges between 4 (item

A8) and 112 (item B4)tem categories: Scale vs. non-scapecifies whether the question

required respondents to provide their answer oredgtermined (ordinal) scale or not; given

this definition, one half of the questions quakfy “scales”ltem categories: Number

! For some items, these values differ slightly fritve percentage of missing values provided in Table
(column 4). This is because Table 1 repaltsion-valid answers, whereas the item uncertainigswme
doesnotinclude “system missing” cases (e.g., a questiag mot posed to some respondents).
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indicates the number of answer options providegs$pondents; it ranges between 2 arrd 20
Finally, item lengthcorresponds to the number of words comprisedguestion; it can vary
between the CATI and CAWI versions of a questiom & ranges between 7 (B6, B10) and
44 (A1, CATI).

Descriptive analysis of raw RTs

Figure A.3 below confirms the presence of strontjers in the distribution of RTs and
shows further that outliers tend to be concentratadng CAWI participants. In fact, CAWI
respondents typically take less time to answertguessthan CATI respondents (as indicated
by lower median values), but they also comprisesprdportionate share of laggards. Among
CAWI respondents, 4 percent took at least one Sitaior longer pause, and 20 of them took
more than 5 hours to complete the questionridiikewise, as one can see from Figure A3,
even the use dbgged response timésr “logtimes”) does not prevent the occurrence of
extremely deviant observations.

As Figure A.3 also suggests, there is actuallycarse type of “outliers” in raw RTs, which
might be called “false starters” (Marquis 2014)lsEastarters are respondents who provide an
amazingly quick answer — most probably before thestjon has been completely read or
heard (see Faas & Mayerl 2010; Meyer & Schoen 20449t of answers of this type are
presumably produced by “accident” or negligenceylasn a CATI interviewer knows a
guestion by heart and presses the ‘Next’ buttooreghe entire question has been read, or
when a CAWI respondent inadvertently selects awansption before reading the question
and, for independent reasons, sticks to his flietae (Stern 2008: 5). For example, based on
the 125,686 answers given by all respondents @allems, 1.3% of questions were
answered in zero to two seconds after the keystiakeafter the interviewer began to read
the question (CATI) or after the question appeaethe screen (CAWI). However, the
model presented in Appendix A.5 does a fair jopratlicting very short latencies (most
notably through its item-level variables such amiiength), and thus we do not need a
trimming procedure for false starters.

2 In the case of an open-ended question with & greaber of pre-established categories (B8: Y aaresi
respondent lives in current canton), the numbeatdgories is fixed at 15. For B1, which is cormrgulisf
five items, the total number of categories is coad (i.e., 20).

3 This descriptive account is based only on thél20 items and 4 knowledge items. The number of
outliers would be higher if the analysis were basethe whole questionnaire.
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Figure A.3: Logged RTs for filler items (AdB10) and knowledge items (KK4), according to the interviewing mode (CATI vsA®/I)
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Notes:See Table 1 for a legend of the item symbols.ddteed red line is the grand mean of all itemsdrdbess of interviewing mode). Circles and asterisdnote outliers,
in this case values that are higher than tHep&centile or lower than the 2percentile by more than 1.5 times the interquartinge (i.e., the height of the box) for circles,

by more than 3 times the interquartile range foergsks. Unlike Table 1, only RTs which are valid &ll items are represented; this explains some difteebetween table
and graph (e.g., extreme outliers for Al are ngpldiyed).



Appendix A.4: Cross-classified model for the prediton of RTs
Data preparation and model specification

A cross-classified modéd a variant of a multilevel model where obseiwasi of a dependent
variable (at level 1) can @multaneouslyglassified in several higher-level units releviant
independent variables. Unlike most multilevel megabwever, these higher-level units are
not related to one another in a hierarchical wayhe present case, we indeed have a data
structure where RTs are nestemth within individuals and within items (see Yan &
Tourangeau 2008). Hence, the model is able to geoan estimated Rfbr each individual

on each itemtaking into account all data provided at the vwiutlial and item level$In turn,
residuals from this model can be considered tosagbeaccessibilityof the underlying
attitudes or knowledge units, since these residar@dRTs “purged” from the individual,
item-specific, and contextutdndencieso provide short or long answers.

First, the data is restructured (or “stacked”) sdcacontain as many “observations” as there
are questions (and thus RTs) which have been aadvgrall interviewees. This produces a
multilevel structure where Level 1 is tRE's level which consists of RTs to all relevant
survey questions answered by all respondemtgortantly, the level-1 (RT) observations are
nested irtwo types of higher-level variables. On the one hamelitem-level characteristics
are made up of question features which are sudtepti increase or decrease RTs.
Following, in part, suggestions by Yan and Touraug@008), | selected the following
characteristics: question length (number of wordsgstion position in the questionnaire;
item uncertainty (percentage of DK/NA answers); benof answer categories; type of
answer categories (scale vs. non-scale); and typeabgect (attitudinal vs. factual/behavioral
vs. knowledge). On the other hand, RTs are alstedes individuals, because each
respondent answers several questions. Hemdejdual-level characteristics represent
another level-2 unit related to a different sevarfiables. These consist of personal attributes
of the respondents which are supposed to makdeatte in the speed with which
responses are provided. In line with similar anegylsy other authors and suggestions by
reviewers, | selected the following variables: aggnder, education, nationality at birth
(Swiss vs. foreigners), professional activity, lirgjic region, political interest, intensity of
left-right self-placement, internet use, and tirtegsed since the electiérkinally, the model
will also include a cross-level interaction betwésternet use and item typgéetails about
the construction of all item-specific and indivitevel variables are provided in Appendix
A.3.

4 For the sake of simplicity, the contextual valéatin my model (linguistic region and interviewinmpde,
i.e., CATI vs. CAWI) are considered as individual| variables.

5 In fact, to avoid an accumulation of missing alsagons across items with different sets of non-
respondents, RTs for non-respondents (i.e., thomegave a “don’t know”/"refuse to answer” response)
were recoded to the median value, provided thantimeber of missing values did not exceed 10 o2tof
6 In one version of the models (not shown heralsd included a squared term for age, to test for
nonlinear effects of this variable. As one revieweted, it may be that not only the elderly, bsbahe
younger respondents are slower, as the latter leagseexperience with the political system. However,
adding age squared did not bring any improvementadel fit and the coefficient was systematically
immaterial and nonsignificant.

7 |1 assume that internet use is related to politifarmation and thus may have a stronger infleeon
RTs to knowledge questions (compared to attitudinal behavioral/factual questions). As a mattéact
internet use is positively related to respondeaitgntion to political news (more detail availabjmn
request to the author).



It is important to realize that the two level-2 tsnfitems and individuals) are not related to
one another in a hierarchical way, as in most hewki data structures and models. As a
matter of fact, items are not nested within indixats, because the same item is answered by
many different individuals; likewise, individualseanot nested within items. Rather, the
combination of items and individuals defirasls (with items considered, for example, as the
row data and individuals as the column data) incWlall RTs are classified. In other words,
items and individuals are interwoven in a “comptiata structure in which the lower-level
units are cross-classified by two or more highgeleinits” (Raudenbush & Bryk 2002: 373).
Accordingly, the level-1 model can be thought oadsvithin-cell model”, and the level-2
model as a “between-cell model”.

However, cross-classified models can be estimatachrim the same way as other types of
multilevel models. This is the second stage of mocedure. | estimate a model in which RTs
are the dependent variable, with fixed effectsalbitem-level and individual-level
characteristics, and random intercepts for indiglespecific and item-specific effects. This
conditional model takes the following form:

[1] Yijx = 6o + vo1education + yg,age + fBoqitem type + Bo,item length + bgg; + coox + €4k

where the subscrifk refers to theth RT measured for respondend questiork. [1] is the
fixed-effects model containindpr illustration purposesonly two predictors for respondents
and two predictors for items. Of course, the futidal specified above — with ten
respondent-level predictors and six item-level mteds — will be tested.

To assess the contribution of predictors in exph@ifRTs variance, | compare the fixed-
effects model if1] to an intercept-only model which serves as thé(oulunconditional)
mode?:

[2] Yijx = 6 + booj + Cook + €ijk

To get as much information as possible, | will thsee conditional models. Model 1 will
explore the role of the interviewing mode, to detieie whether the data can be analyzed as a
whole or should be analyzed separately for CATI @A#VI respondents. Accordingly,

Model 1 includes a dummy for the CAWI/CATI modeveal| as twointeractions (1)

between CAWI and internet use (assuming that fanit§i with the internet will decrease RTs
first and foremost among CAWI interviewees); angdi@ween CAWI and item type. Models
2 and 3 will include the same variables as Modalitlwill test their effects separately for
CATI and CAWI respondents — hence, they will dispewith the CAWI variable and its
interactions with other variables.

Model estimation

Table A.2 presents the results of the three predichodels. By design, variance in RTs is
only explained at the respondent and item leveds, (n the “between-cell” part of the
model)? Starting with Model 1, it should be noted that pmedictors account for 42% of the

8 This unconditional model will not be presentedhia following section. It can be obtained from the
author upon request.

9 This is understandable enough, given the natlevel-1 units and the fact that no predictor was
measured at this level (for a similar conclusi@g ¥an & Tourangeau 2008). In principle, theoelld be
level-1 predictors, such as the time elapsed betwagven answer and the beginning of the intervieov
practical purposes, however, the item positiol@duestionnaire (measured at the item levelgisoal
proxy for this level-1 measure.



variance at the level of respondents, for 67% efuariance at the item level, and for 30% of
the overall variance in RTS.Fixed effects demonstrate that younger, more addcand
Swiss-born respondents are especially likely toipefast responses. Likewise, quick
respondents tend to be concentrated among respsrémy in the German-speaking area,
among people who have more autonomy in their psadeal activities (professionals,
executive employees, self-employed), among peojtleintense ideological positions, as
well as people who use the internet every dayh@titem level, item length is the most
important predictor of RTs — the more words in @sjion, the longer it takes to answer that
guestion. Likewise, a high number of answer caiegarndermines reaction times. Interest-
ingly, all other things being equal, item uncertgaifas indicated by a higher percentage of
DK and non-responses) tends¢oluceRTs, which may indicate a general propensity to
“satisfice” rather than to provide the “best” answe possible. Importantly for my present
purpose, knowledge questions take more time to angwan attitudinal and behavioral
questions, even after controlling for other itene@fic factors. In addition, internet use has
less influence on knowledge questions than on ahestions — RTs to knowledge
questions are the least facilitated by heavy irteuase.

Finally, some of the above tendencies are reintbareattenuated in the case of on-line
respondents, as indicated by the interactionsanast rows of the fixed effects panel of
Table 2. Thus, heavy internet use speeds up responainly among CAWI respondents.
Likewise, on-line responding widens the time gapveen knowledge and behavioral items,
but it reduces the gap between knowledge and ditteihitems. For the sake of simplicity, |
did not probe further interactions with interviegimode, but the evidence just presented
justifies a test of two separate models for CATd &@AWI respondents.

Model 2 was estimated for the telephone-adminidtpeet of the 2015 Selects survey (total
N=969). As CATI respondents represented only 18%llokspondents in 2015, it is possible
that substantial differences between the CATI aAMCmodes went unnoticed in the total
sample; therefore, | will focus here on the majfiedences between Model 2 and the two
other models. To begin with, education, profesdimguistic region and ideological
polarization play a lesser role or no role atlatiportantly, internet use ot related to RTs

in the CATI mode, at least for knowledge and bebtialiquestions? In contrast, the number
of days elapsed since election day is negativéitad to RTS2 Next, the time gap between
knowledge items and attitudinal or behavioral itesiesser than for CAWI respondents (cf.
Model 3). This is consistent with the idea thatativey is a time-consuming behavior which
tends to be concentrated among online respondeantihier, contrary to CAWI, item
uncertainty does not play a role for CATI resporidewhile the placement of questions in the
guestionnaire does — suggesting that the telephmte elicits less incentives for satisficing
overall, but that satisficing might become morejtrent with interviewing fatigue and

10 These estimates are based on a comparison ahearcomponents between the unconditional model
(not shown here) and the conditional model displaperable 2 (see Snijders & Bosker 1999: chap. 7;
Bickel 2007: 131-134). The same holds for Modetsd 3.

11 This may suggest that familiarity with the interper sedoes not matter in a human interaction setting
(and despite the fact that 43% of CATI respondargsiaily internet users). However, it seems thatydail
internet users are quicker than non-users in pioyidnswers to attitudinal questions.

12 This difference between CAWI and CATI respondengy largely occur for artificial reasons. Online
participation may be mainly driven by politicalénést and subjective competence; hence, thedirst t
complete the online questionnaire would be citizgitls the most ready-to-tell attitudes and belidfis.
contrast, the timing of telephone interviews mayiwee dependent on the sheer availability of
respondents. If the most interested and competepbndents are also the most “busy” and leasylikel
be found home, it may take more time to reach tferan interview.
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saturation. Finally, it is worth mentioning that M 2 explains 25% of variance at the
respondent level, 90% at the item level, and 53%ali/

Model 3 was estimated for the online part of thevewy (total N=4368). The fixed effects
displayed in Model 3 are essentially similar to Mb#l, because the empirical bases of the
two models are largely redundant, and the maintsesaed not be repeated here. However,
Model 3 has the worst fit of all models, with 23%eaplained variance at the respondent
level, 75% at the item level, and 27% ovet&lThis is an important aspect for the next stage
of my analysis, because it means that there is mmoegplained variance (residuals) for
CAWI respondents, and thus more deviation frometkgected baseline of RTSs.

13 Arguably, Model 1 shows a better fit than Modedr8y because it estimates some part of the diffezs
between the predictors of Models 2 and 3 throughATI vs. CAWI dummy. Overall, though, the results
in Table 2 are entirely consistent with those otedj with similar methods, by Yan and Tourangeau
(2008).



Table A.2: Cross-classified models predicting RTastricted maximum likelihood estimates)

M1: All respondents M2: CATI resp. M3: CAWI resp.
Estimate S.E. Estimate S.E, Estimate S.E.
Fixed effects
Intercept 15.49* 7.18 17.62** 5.84 18.49** 6.15
Age 0.07*** 0.00 0.05*** 0.01 0.07*** 0.00
Gender (male) -0.18 0.11 -0.38 0.23 -0.15 0.13
Education -0.21%** 0.03 -0.11 0.06 -0.22%** 0.03
Swiss at birth (ref: foreign-born) -0.93#*** 0.14 51 ki 0.30 -0.78*** 0.16
Profession: executive (ref: missing) -1.05%** 0.3d -0.99 0.89 -1.10%** 0.32
Profession: supervisory (ref: missing) -0.51 0.27 0.42 0.77 -0.50 0.30
Profession: operative (ref: missing) -0.04 0.26 60.3 0.66 -0.07 0.27
Profession: self-employed (ref: missing) -0.92** 30. -0.12 0.75 -1.05%* 0.34
Profession: inactive (ref: missing) 0.23 0.25 0.70| 0.65 0.18 0.27
German-speaking region (ref: Italian-sp.) -1.25*4  0.16 0.50 0.32 -1.64%** 0.18
French-speaking region (ref: Italian-sp. -0.29 70.1 0.30 0.35 -0.45* 0.20
Political interest 0.00 0.08 -0.02 0.15 0.00 0.09
Intensity of left-right self-placement -0.09* 0.03 -0.04 0.07 -0.11** 0.04
Internet use -0.60*** 0.15 0.12 0.20 -0.47**
Days elapsed since election 0.01 0.01 -0.05%+x 0.1 0.02** 0.01
Item type: Attitudinal (ref: Knowledge) -22.39%** .39 -14.93* 5.08 -18.57** 4.74
Item type: Behavioral (ref: Knowledge) -24.11 %+ 1] -12.44* 5.30 -20.92%** 5.12
Internet use x Attitudinal item -0.66*** 0.12 -0.87 0.18 -0.65*** 0.16
Internet use x Behavioral item -0.38** 0.12 -0.14 18 -0.54%** 0.16
Item uncertainty (% DK/NA) -1.28* 0.49 -0.21 0.45 1.07* 0.43
Item position in the questionnaire -0.01 0.08 -&10 | 0.03 0.00 0.03
Item categories: Scale (ref: non-scale) -3.33 2.78 -3.34 2.27 -3.10 2.35
Item categories: Number 1.52%** 0.26 1.37%** 0.21 3T 0.22
Item length (# words) 0.87*** 0.01 0.67*** 0.09 ®5+* 0.10
CAWI (ref: CATI) 0.68* 0.34
CAWI x Internet use -1.00%** 0.18
CAWI x Attitudinal item 1.31%** 0.24
CAWI x Behavioral item -0.95%** 0.22
Random effects (variance components)
Respondent variance: vasgp 11.835*** 0.304 8.316*** 0.531 12,523+ 0.351
Item variance: vargx) 18.131* 6.246 11.700** 4.164 12.859** 4.554
Residuals: var(g) 88.730*** 0.361 73.689*** 0.710 89.137*** 0.400
Information criteria
-2 Restricted Log Likelihood 930665.0 162011.3 76580
AIC (Akaike’s Information Criterion) 930671.0 162038 765109.8
BIC (Schwarz’'s Bayesian Criterion) 930700.2 162041. 765138.4
Percent variance explained
Respondent level 41.6 24.7 22.6
Item level 67.0 89.9 75.4
Overall 30.2 53.3 27.2
Ni 126023 22508 103515
N; 5252 938 4314
Nk 24 24 24

Note: Model estimated on unweighted cases. The indiddiézlthe maximum value; depending on items, the Kgahn
be slightly lower (but anyway5247 for M1,>934 for M2, and>4312 for Model 3). ***: p<.001; **: p<.01; *: p<.05
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Appendix A.5: Robustness checks for the validity aalysis
Convergent validity analysis

As explained in the paper, my analysis of convergahdity focused on one particular way

of defining potential “cheaters”, namely all resgents who fell in the highest two deciles of
the residuals’ distribution for K@r in the highest decile for K3. According to thishrer
inclusive measure (hereafter Definition #1A), ab®66 of respondents can be considered as
potential cheaters. However, | considered othersomes varying along a dimension of
inclusivity of the “cheating group”.

First, | constructed two less inclusive measureshefiting comprising (a) only CAWI
respondents in the last two K2 decitgsall respondents in the last K3 decile, and (byonl
CAWI respondents in the last two K2 decit@sCAWI respondents in the last K3 decile.
Secondly, I also determined a more restrictiveardrior all three measures, identifying the
respondents who qualify as cheatersbioth K2 and K3 items (i.e AND operator), rather
than potential cheaters either K2 or K3 (i.e.,OR operator). Combining these two
perspectives on cheating yields five additionalrdgbns of potential cheaters (i.e.,
Definitions 1B to 2C), which are displayed in TaBls.

The rationale for including or excluding CATI resulents depends on a rather subjective
assessment of how likely it is that CATI respondetdtually did look up answers on the
internet, just like their CAWI counterparts. In fathere is a bump in correct answers from
CATI respondents in the last deciles of RT resiglfiat K3, but not for K2. However, the
threshold T beyond which cheating appears most likely is #raesfor online and telephone
respondents; it corresponds to the eighth deciteefesiduals’ distribution for K2 and the
ninth decile for K3.

Table A.3: Definition of potential cheaters

Definiton | Operator | CAWIK2>T |[CAWIK3>T |CATIK2 >T | CATIK3>T
#1A (26.3%) | OR{ Y Y

v v
#1B(23.0%) | OR{ Y

v v
#1C (21.2%) | OR{ Y

v
#2A (3.2%) | AND v v v v
#2B(3.0%) | AND v v v
#2C (3.0%) | AND v v

As indicated in the first column of Table A.3, tportion of potential cheaters varies
slightly (between 26% and 21%) as a result of idicig or excluding CATI respondents;
however, it decreases very sharply when cheaterdedmed on the basis of highly positive
RT residuals omothitems (about 3%).

Table A.4 now displays the results of a regressiodel testing convergent validity for the
various measures of potential “cheating”. The medelggest two main conclusions. First,
cheating appears to have the broadest impact onl&dge acquisition when measured
according to Definition 1A (i.e., the definition@gted in the article). Second, given that no
more than 3% of all respondents can be consideretieaters on both items, the results for
Definitions 2A to 2C are less conclusive.
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Table A.4: Convergent validity analysis of the i@t knowledge scale according to different

definitions of the “cheating group” (OLS coefficiets)

Def. #1A | Def. #1B| Def. #1C| Def. #2A Def. #2B DeR@&
Intercept .366*** 374 381 xx+ .386%** .386*** .386***
Age .001** .001* .001* .000 .000 .000
Sex (woman) -.058** | -.065*** | - 069*** | -064*** |-064** |-.064**
Education .01 1% MOk i MOk i .01 2%+ .01 2%+ .012%**
Income: middle levél .038*** 045+ .044xx+ .046%+* .046*** .046***
Income: high levél .0767%** O77*** .078*** .082x** .081*** .081***
Region: French-speakifg | -.096%** | -.099*** | -.096*** | -.101** |-101** |[-101%*
Region: Italian-speakifg | -.109%* | -,106*** | -,109** | -, 107** |-.106*** |[-.106***
Dwelling place: small town| -.014 -.015 -.018t -.003 -.003 -.003
Dwelling place: big city -.048** | -0477* | -.046%* | -.035%* | -.034*** |-.034***
Political interest .106*** 104+ 102+ .102%+* .102%** .102%**
Cheating .106** .0697 .026 .156 .145 .145
Cheating x age -.002*** -.001* -.001t .001 .001 .001
Cheating x sex -.036* -.012 .005 -.066 -.064 -.064
Cheating x education .004 .004 .005 -.002 -.002 -.002
Cheating x middle income .026 -.003 .002 -.054 -.078 -.078
Cheating x high income .004 .004 -.002 -.131* -.124* -.124*
Cheating x French-speaki -.025 -.017 -.029 -.048 -.047 -.047
Cheating x Italian-speakin .009 -.006 .002 .001 -.015 -.015
Cheating x small town .048* .059** 075%* .051 .057 .057
Cheating x big city .068** .067** .068** 123* .130* .130*
Cheating x political intereg  -.022* -.015 -.003 -.033 -.016 -.016
Adj. R? .208 .208 210 .204 .205 .205
F-test 67.2%** 67.2%** 67.9%** 65.6%** 65. 7%+ 65.7***
N 5286 5286 5286 5286 5286 5286

Notes:a: reference category=Ilow level; b: ref. categ@grman-speaking; c: ref. category= countryside.
*** p<.001; **: p<.01; *: p<.05; T: p<.10.

Finally, additional analyses baseds®@paratemeasures of potential cheating on the two
knowledge items indicate that the effects of agksex on political knowledge tend to be
moderated by cheating on K2 (name of the presidet)e the effects of political interest

and education tend to be moderated by cheating3ofréquired number of signatures for a
federal initiative) — the effect of being an urkianiends to be moderated by cheating on both
K2 and K3 items. Detailed analyses can be obtdirmed the author upon request.

Predictive validity analysis

As shown above, alternative measures of cheatigldaa similar results in terms of
convergent validity, though Definition #1A seemssnio line with expectations regarding
the impact of cheating. To test for predictive a@#yi, | constructed four main types of scales.
Only the first two scales (Scales 1 and 2) wersqmied in the article. In Scale 1, correct
responses of potential cheaters are cut down &if @bint; in Scale 2, a full penalty (O point)
is given to suspected cheaters. In Scale 3, myepoe is based on the alternative idea that
response times ane themselvea key component of knowledge. Accordingly, item
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knowledge is no longer measured as a simple bs@rge but as a quantitative scale. For all
knowledge items, a 0.05-point increment is atteluib each step down on the residuals’
distribution broken down in twenty 5-percentileentals — provided, of course, that the
response is correct. In Scale 4, | follow the ségée as in the measurement of Scale 3, but
this time using a logarithmic function: In(1 ... 2an(20)?, where (1 ... 20) is the simplified
residuals’ distribution described above. This fimtis used to increase the penalty for longer
RTs. Finally, all scales are computed as the mé#émedour items, no matter how the latter
were measured.

For each of the four scales, | also distinguishkvieen three variants (A, B, and C). For Scales
1 and 2, these three variants correspond to thangainclusivity of the “cheating group”
outlined by Definitions 1A to 1C in Table A.3 abo¥®r Scales 3 and 4, the three variants
correspond to the range of data to which the indac&ransformations of knowledge scores
are applied: (A) to all respondents on all iten; gnly to CAWI respondents on all items; or
(C) only to CAWI respondents on items K2 and K3.

Table A.5 provides a short descriptive analysialb$cales, which shows that the various
scales differ in terms of central tendency, dispersand skewness. For comparison purposes,
the table also displays information about the ahithowledge scale (i.e, Scale #0). Quite
logically, the recoded knowledge scales tend talgxlower scores in comparison with the
initial scale; the difference is more pronouncethwespect to Scales 3 and 4.

Table A.5: Descriptive analysis of knowledge scalds5317; all scales ranging-dL)

Standard
Scale Mean Median Deviation Skewness
0 0.62 0.75 0.28 -0.37
1A 0.59 0.63 0.27 -0.32
1B 0.59 0.63 0.27 -0.33
1C 0.59 0.63 0.27 -0.33
2A 0.56 0.50 0.28 -0.24
2B 0.57 0.50 0.28 -0.25
2C 0.57 0.50 0.28 -0.27
3A 0.33 0.33 0.19 0.21
3B 0.37 0.35 0.22 0.48
3C 0.49 0.50 0.25 -0.10
4A 0.44 0.45 0.22 -0.12
4B 0.46 0.48 0.23 -0.06
4C 0.53 0.50 0.26 -0.23

To assess the predictive validity of the variouses, | tested their impact on direct
democratic participation (Table A.6) and on eleat@articipation (Table A.7). Compared to
Scales 1A and 2A, which are fully discussed indfttele, other scales appear less
discriminant in terms of predictive validity — iadt, judging from the Bayesian information
criterion, most of them (especially Scales 3 andré)even inferior to the initial scale. In
other words, alternative measures do not allownjarove the predictive accuracy of
knowledge scores in relation to political parti¢ipa. Accordingly, it makes sense to
recommend the use of Scale #2A, which has thedvesall record as a predictor of both
direct democratic and electoral participation.
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Table A.6: Explaining direct democratic participatn (0-10); OLS regression coefficients

Scale 0| Scale| Scale Scale Scale Scale Scale Scale Scale Scale Scale Scale Scale
1A 1B 1C 2A 2B 2C 3A 3B 3C 4A 4B 4C

Intercept 1.59%**| 1.59* | 1 .60** | 1.61** | 1.62*** | 1.64*** | 1.66*** | 1.76*** | 1.89** | 1,73** | 1.68*** | L.77*** | 1.67***
Age '02*** '02*** '02*** .02*** .02*** .02*** '02*** '02*** '02*** 02*** 02*** . 3 2*** .02***
Sex (woman) B9 | 40 | 40r* | 39%F* | 40%* | 40%F* | 9% | 3Orkk | 34k 38*** AQ*** B 7rr | QR
Education A0 | 10% | 10% | 10*+* A0 | Q0% | 10% | 11 | 1]r 115> 10%** L 1% | 10***
Income: middle levél .19 .19* .19* .20* .19* .20% .20* .20* 22%* 21* .20* 22%* 21*
Income: high levél .24* 23* .24* .24* .24* .24* .24* 27 .29%* 27 .25* 27 .25*
Region: French-speakihg 32%FF | 33Frr | 33xrE | Z2R* 32%FF | Z2%kx | Zrek .26** .24** 30*F* | 29%r* 27*% * RCH Rl
Region: Italian-speakirig 50** 52+ S51x* S1x* .52** 52** NoY R AT A2* A9 A9** A6 .50 *
Dwelling place: small towh =11 =11 =11 =11 -.11 =11 =11 =11 =11 -.10 =11 =11 -.1d
Dwelling place: big city -.21% -.21* -.21% -.21* -.21* -.21% -.21* -.22* -.23% -.21* -.22* -.22% -.o*
Political interest 1.40%**| 1.40%* | 1.40%** | 1.40** | 1.40%** | 1.40%** | 1.41%** | 1.42%%* | 1.46%** | 1.42%** | 1.41%* | 1.43*** | 1.41***
Overall exposure to information 53 B4 B54*F | BARRE | BARRR | BR¥*x | Bhxkk | BEFRx | B7Rrk BE¥*x 5E*** 5 7rk | GEEx
Political knowledge B4rrx | BOFkk | BERrx | Bwwk B8oxxx | BO*F* | [ 73rrx | G2R** .06 B5*** | BoE* A5 7R
N 4983 4983 4983 4983 4983 4983 4983 4983 4983 4988 4983 4983 49
Adj. R? 301 .302 .301 .301| .302 .301 .300 .299 .296 .299 .300 297 .30
F-test 180.0%*| 180.47* | 180.1%* | 179.7* | 180.3%** | 179.7¥* | 179.1%* | 177.7%* | 175.8™* | 177.9%* | 178.6"* | 176.7* | 178.8***
AIC 8862.8 | 8859.5| 8862.3 8865, 8860.2 | 8865.4| 8870.6 88824 8898.0 8880D.1 8874.690.88 8872.7
BIC 89475 | 8944.2] 8947.00 8950, 8944.9 | 8950.0f 8955.3 89670 8982.7 8964.8 8999.275.89] 8957.4

Notes:a: reference category=Ilow level; b: ref. categ@grman-speaking; c: ref. category=countryside. P&:001; **: p<.01; *: p<.05.
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Table A.7: Explaining electoral participation (A1); log odds from logistic regression models

Scale 0| Scale| Scale Scale Scale Scale Scale Scale Scale Scale Scale Scale Scale
1A 1B 1C 2A 2B 2C 3A 3B 3C 4A 4B 4C

Intercept -3.68%*| -3, 72%* | -3 71%* | -3.70%* | -3.72%* | -3.70%* | -3.69%** | -3.51** | -3.38** | -3.56*** | -3.63*** | -3.54*** | -3,64***
Age '02*** '02*** '02*** .02*** .02*** .02*** '02*** '02*** '02*** 02*** 02*** . 3 2*** .02***
Sex (woman) .15% A7* A7+ .16* .18* A7* A7+ .15* A1 .15% A7* .14 .16%
Education x| 110 | 1R | 11 x| Q10 | LR | 2% | 120 12%** 12%x I 2% | 1%
Income: middle levél .07 .07 .07 .07 .07 .07 .08 .08 A1 .09 .08 .10 .08
Income: high levél .01 .00 .01 .01 .01 .01 .01 .05 .08 .04 .03 .05 .02
Region: French-speakihg -.15 -.14 -.14 -.14 -.14 -.14 -.14 =22%% | - 24%* -.17 -.18* -.20* -.15
Region: Italian-speakirig A48** 52+ .52%* S1x* .54xx 53 53 A46* 40* A49x* 50** AT 52**
Dwelling place: small towh -.29%% | -28% | -28** | -.28* -.28%* | -28% | -28** | -20% | -28% | -27% | -28% |- 27* | -27*
Dwelling place: big city VRl IV OV kol B ¥ S S AJFEE | S ATFFF | Q3R | 4BFF L ABRRRY JAZRRR ] BRRR | AQxxx | 43Rk
Political interest O4rxx | QFFkk | QFkkx | QFrkk | QFFAk | QFkrx | QI | QGFF* | QQrrx 9Q5*** Q5*** B BrF* | Qg+
Overall exposure to information 59*  5OFRK GORx | GQERk B0*** | 60 | .B60*** | .62%*  |.63%* 60*** 61*** 6 2% | 60***
Political knowledge 1.12%x | 1.26%** | 1.23%%*% | 1,22%% | 1.28%* | 1.24%* | 1 21** | 1.36%** | 57* | 1,12%* | 1.34** | Q8**x | ] 2]***
N 5230 5230 5230 5230{ 5230 5230 5230 5230 5230 5230 5230 5230 52
Pseudo R(Nagelkerke) .344 .347 .346 .344 .348 .347 .346 .339 .333 .342 .343 .338 .34
Chi-square (alps<.001) 1419.0f 1432.3 1428;8 1427 1439.0 | 1432.4| 1429.7 13976 1367.3 1407y.3 1413.791.43 1419.7
AIC 4737.0 | 4731.1] 4734.% 4736, 4720.2 | 4726.8/ 4731.8 47674 A4797.7 4756.1 4751.273.57| 47420
BIC 4822.3| 4816.4) 4819.9 4821) 4805.6 | 4812.1) 4817.1 4852[7 4883.0 4841l.4 4836.558.88 4827.3

Notes:a: reference category=Ilow level; b: ref. categ@grman-speaking; c: ref. category=countryside. P&:001; **: p<.01; *: p<.05.

15



In judging which scale is the best predictor oftiggvation, one should not put too much
emphasis on regression coefficients, whose sizeasity vary as a result of distributional
differences between the various scales (see Table lastead, my analysis borrows from
Raftery’s (1995) suggestion to compare BIC valugess models (be they nested or non-
nested). The results of this analysis are repontd@ble A.8. They show that Scales #1A and
#2A are more “informative” than all other scalegluding the original scale (#0). In turn,
Scales #1A and #2A are on par with respect to tddemocratic participation; but Scale #2A
is clearly a better predictor of electoral partatipn. Overall, then, Scale #2A may be
considered the most successful in terms of preictalidity.

Table A.8: Differences between BIC values (as reedrin Tables A.6 and A.7); a positive
value (in bold) indicates that the model includirige scale in column 1 yields a better
information criterion (i.e., a lower BIC value) thathe scale in row 1

Difference with Scale #0 Difference with Scale #1A Difference with Scale #2A

Scale DDP?2 EPP DDP EP DDP EP

#0 - - -3.3¢ -5.9¢ -2.6¢ -16.8eee
#1A 3.3 5.9 - - 0.7 -10.8eee
#1B 0.5 2.5¢ -2.8e -3.5¢ -2.1e -14.30e
#1C -2.5e 1.0 -5.8¢ -5.0 -5.1. -15.8eee
#2A 2.6¢ 16.8eee -0.7 10.8eee - -

#2B -2.6¢ 10.30ee -5.9¢ 4.3 -5.1- -6.5ee
#2C =7.9ee 5.2¢ -11.0eee -0.7 -10.40e -11.Geee
#3A -19.Geee -30.30e -22.90ee -36.30ee -22. 100 T-Aooe
#3B -35.200e -60.6eee -38.5¢0e -66.6eee -37.80ee [-foee
#3C -17.400e -19.00ee -20.Goee -25.000 -19.Qeee 5:8eee
#AA -11.8eee -14.1eee -15.0eee -20.1eee -14.30ee 0-3eee
#4B -27.Goee -36.400e -30.9eee -42.4eee -30.200 3-Qeee
#4C -9.Qee -4.9e -13. 200 -10.9eee -12.500 =217
#5 -3.6¢ =7.1ee -6.9ee -13.00ee -6.1ee -23.90ee
#6 -8.8ee -9.1ee =12 000 -15.0eee -11.40ee -25.80e

Notes:a: Direct democratic participatiot; Electoral participation; «: positive evidenc®EIC=[2-6]); ee:

strong evidenceABIC=[6-10]); ¢*: very strong evidenc&\BIC=[10+]); according to Raftery (1995, p. 139,
Table 6); evidence based on absolute differences.

One may notice that Table A.8 comprises BIC consoas for two additional scales (i.e.,
Scales #5 and #6), the purpose of which is expdbiméhe next paragraph.

Is it really cheating or simply RTs?

In a final specification, | also tested the hypagibe¢hat RTsn themselvesand not cheating,
are involved in determining the validity of knowtgglscales. If such were the case, it should
be established that the validity of the scalemigaired by long RTs which are not
confounded with cheating. Therefore, for this desti@tion, | use the two items which are
least likely to lead to cheating behavior (K1 ang) K
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For the test of convergent validity, | define tlehéating group” as the sum of all respondents
who gave a late response (i.e., a response faflitige last decile of RT residuals) to either
item K1 or item K4. According to this definition8 ercent of respondents can be considered
as potential cheaters. However, when the cheatimgpgs defined only in terms of RTs, and
not on any substantiated suspicion of cheating, tisevery little evidence that “cheating”
modifies the impact of the usual predictors of focdl knowledge. The only exception is a
significant interaction between cheating and hawarggh income (B=0.05, p<.04) — a

result which is not consistent with my previouslgsia of convergent validity based on truly
suspicious cases (see Definition 1, Table A.3)eliise, a test of predictive validity does not
confirm the alternative hypothesis that RTs in teelwes account for the results obtained in
this article. Thus, when “cheating” (as definedaas given a half-point penalty (Scale #5)
or a full penalty (Scale #6), the resulting knovgedcales perform badly as predictors of
participation, in comparison with the original seahd with the “better” scales discussed
above (see Table A.8 for evidence based on BlCegalu

In sum, | find strong evidence that slow respondings not moderate the impact of the usual
predictors of knowledge (convergent validity) ahdttboth the initial scale and the revised
scales described above do a better job at prediptiitical participation than the scales
penalizing slow responding on K1 and K4 (predictradidity). The full results of this

analysis can be obtained from the author.
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