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The increasing use of smartphones opens up opportunities for novel ways of survey data col-
lection, but also poses new challenges. Collecting more and different types of data means
that studies can become increasingly intrusive. We risk over-asking participants, leading to
nonresponse. This study documents nonresponse and nonresponse bias in a smartphone-only
version of the Dutch Time Use Survey (TUS). Respondents from the Dutch LISS panel were
asked to perform five sets of tasks to complete the whole TUS: 1) accept an invitation to par-
ticipate in the study and install an app, 2) fill out a questionnaire on the web, 3) participate
in the smartphone time use diary on their smartphone, 4) answer pop-up questions and 5)
give permission to record sensor data (GPS locations and call data). Results show that 42.9%
of invited panel members responded positively to the invitation to participate in a smartphone
survey. However, only 28.9% of these willing panel members completed all stages of the study.
Predictors of nonresponse are somewhat different at every stage. In addition, respondents who
complete all smartphone tasks are different from groups who do not participate at some or any
stage of the study. By using data collected in previous waves we show that nonresponse leads
to nonresponse bias in estimates of time use. We conclude by discussing implications for using
smartphone apps in survey research.

Keywords: Smartphone survey; nonresponse; sensor data; nonresponse bias; consent bias;
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1 Introduction

The increasing popularity of smartphones opens up oppor-
tunities for novel ways of data collection in survey research
(e.g. Miller, 2012) that could complement and partly sub-
stitute survey questions. Unlike Internet (browser) surveys,
smartphone apps enable the collection of auxiliary data, such
as GPS locations or communication behavior through mobile
phones (Dufau et al., 2011; Miller, 2012; Raento, Oulasvirta,
& Eagle, 2009). Smartphones incorporate a large number of
sensors (e.g. accelerometers, GPS, light and proximity sen-
sors) which can be logged passively, providing a large and
detailed set of measurements about respondents and their en-
vironment (Cottrill et al., 2013; Ermes, Parkka, Mantyjarvi,
& Korhonen, 2008).

Most traditional surveys face declining response rates (De
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Leeuw, Hox, & Luiten, 2018). Respondents are increasingly
reluctant to participate (Groves & Heeringa, 2006) especially
when surveys are long and questions burdensome. Galesic
(2006) shows that the more burdensome questions are, the
less motivated respondents are to answer them. Smartphone
surveys can get increasingly burdensome and intrusive as we
ask respondents to share more personal information. Re-
spondents may not be willing to share these kinds of data
due to privacy concerns (Revilla, 2017). Although smart-
phones offer great possibilities for better measurement, we
risk overasking our participants.

One type of survey research that faces this trade-off be-
tween measurement quality and response rates is time use
research. Response rates in time use surveys, traditionally
conducted with paper diary studies, are generally not very
high (Abraham, Maitland, & Bianchi, 2006; Knulst & Van
den Broek, 1999; Stoop, 2007). For example, the response
rate for the Dutch Time Use Survey (TUS) ranges between
18% in 1995 and 40.3% in 2011–2012 (Cloïn et al., 2013;
Statistics Netherlands (CBS), 2013; Van Ingen, Stoop, &
Breedveld, 2008). Response rates for time use studies in the

195

http://dx.doi.org/10.18148/srm/2019.v13i2.7385
http://www.surveymethods.org


196 ANNE ELEVELT, PETER LUGTIG AND VERA TOEPOEL

United States are 54.6% (Abraham et al., 2006) and 45% in
the United Kingdom (Fisher & Gershuny, 2013). These find-
ings hold in other types of diary studies: An American web-
based dietary study had a response rate of 10% and a diary
completion rate of only 7.4% (Thompson et al., 2014).

Diary studies are burdensome. Moreover, time use data
based on paper diaries suffer from measurement error and
recall problems. Measurement in diary studies could poten-
tially improve when conducted through an app (Sonck & Fer-
nee, 2013).

The primary research objective of our study was to in-
vestigate the effect of asking intrusive questions through a
smartphone app study on survey response rates, predictors
of nonresponse and nonresponse bias in a smartphone TUS
conducted in the Dutch probability-based LISS Panel. Panel
members were asked to participate in several tasks varying in
intrusiveness and burden (completing surveys, a diary, shar-
ing sensor data and answering pop-up questions). Nonre-
sponse bias could be introduced or accumulate at every step.
We will use attributes of the participants (e.g. personal-
ity, demographics, smartphone familiarity) to predict non-
response in these different stages. Subsequently we will ex-
amine whether this nonresponse influences our survey esti-
mates, resulting in nonresponse bias.

2 Theoretical background

2.1 Decision making process for survey response

In order to understand why respondents do or do not par-
ticipate in the separate parts of the smartphone study, we
use the leverage-saliency theory (Groves, Singer, & Corn-
ing, 2000). According to this theory, respondents make a
decision to participate or not with every request to partic-
ipate. In making this decision, different respondents place
different importance on factors of the survey request. One
respondent might value the topic of a survey, another the in-
centive offered, or the emphasis that the advance letter puts
on value for society. Negative leverage factors could be sur-
vey burden, privacy concerns, or topic difficulty. Someone’s
propensity to participate depends on the number of positive
and negative factors perceived in the request (leverage) and
the relative importance to the respondent (saliency) (Groves
et al., 2000; Keusch, 2015).

Most research testing the leverage-saliency theory use ex-
periments to vary aspects of the leverage and saliency in the
survey request explicitly. In our study, leverage and saliency
were varied more naturally as respondents were asked to per-
form tasks that are different in nature. For example, worries
about privacy may influence the willingness to share GPS
data, whereas pop-up questions that interrupt daily life may
annoy some participants (e.g. those who are busy). The diary
study in our app is the most time-consuming part of the study,
so respondents who are sensitive to burden may dropout in

this task. Because the nature of the tasks in our study differ,
participants may be willing to participate in one task of the
TUS, but not in another. This difference in willingness to
participate per task may then cause nonresponse bias to vary
per task as well.

The leverage-saliency model was developed with a one-
time decision in mind, such as in cross-sectional surveys. In
many smartphone studies, participants have to make multi-
ple decisions to participate in different tasks which are not
independent. From longitudinal surveys, we know that once
a panel member has agreed to participate in a study, this de-
cision is likely to be followed by continuous participation
(Lemay, 2010). Similarly, once a respondent has not partici-
pated in a task, he or she may be more likely to not participate
in subsequent tasks either. We can incorporate this longitu-
dinal feature by including prior decision as a separate factor
in our leverage-saliency model.

2.2 Time Use Surveys

The self-completed time use diary is considered to be
the most reliable and accurate data collection instrument
to obtain information on the activity patterns of partici-
pants (Michelson, 2005). Many European time use sur-
veys follow the Harmonized European Time Use Survey
(HETUS) guidelines (Eurostat, 2009). Time diaries are
also used in other fields, for example to measure physical
activity (e.g. Bouchard’s Physical Activity Record, BAR;
see Bouchard et al., 1983) or dietary intake (e.g. Auto-
mated Self-Administered 24-hour, ASA24 Dietary Assess-
ment Tool; see Subar et al., 2012), but how the diary is de-
signed varies between studies. Most time diary studies cover
the full 24 hours of a day and divide the day into 10 minute
timeslots. This works as a cognitive cue and reduces omis-
sions due to forgetfulness (Belli, Shay, & Stafford, 2001).
Time diaries also allow the collection of contextual informa-
tion such as whom the respondent was with, and typically
make a distinction between main and side activities. Time
use diaries sometimes only span a short time (e.g. one day
only), but ideally cover a longer period so that infrequent
activities are also captured (Gershuny, 2012).

Time use diaries present challenges for data collection.
First, diaries are burdensome to complete, often resulting
in response rates that are lower than those of one-time
questionnaire-based surveys. Second, if respondents do not
complete the diary regularly throughout the day, recall prob-
lems may arise resulting in less accurate data. Third, the
administration costs are high because the manual coding and
entering of data from paper is very labor intensive (Minnen
et al., 2014).

Conducting time use research on a smartphone could cre-
ate a more user-friendly and less burdensome instrument
compared to the traditional paper-based TUS. Respondents
can complete the diary any time of the day, as long as they
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have their smartphone with them. In contrast to the paper
diary which is usually left at home and filled out at the end
of the day, using a smartphone app diary makes it possible
to remind respondents to fill out their diary several times
per day. This may help to reduce the recall-problem (Lai
et al., 2010). In addition, smartphones enable the collection
of auxiliary data, such as GPS locations or communication
behaviors (Raento et al., 2009), which can reduce the num-
ber of questions we need to ask. Finally, a smartphone app
can significantly reduce the time and costs of data process-
ing. An app enables the use of pre-coded categories of time
use, avoiding coding efforts after data collection has been
completed.

There are also some potential pitfalls of using smart-
phones for diary studies. Coverage error may lead to bias
when certain groups or members of the population who do
not own a smartphone are automatically excluded. Partici-
pants may further be unwilling or insufficiently able to use
an app, leading to nonresponse and nonresponse bias. A
pilot study of a smartphone TUS by Chatzitheochari et al.
(2018) showed promising results regarding response and data
quality. 97 cohort members of the UK Millennium Cohort
Study were invited for the pilot and could self-select into
the web (28%), or a smartphone version (41%) of the TUS.
The paper diary (20%) was only offered to participants with-
out a personal computer or smartphone, or who refused to
use the web and smartphone modes. There was a nonre-
sponse rate of 11%. Mode choice was similar by gender and
household income. Results show that the completion rate
for the smartphone (48% on day 1 and 30% on day 2) and
web version (33% and 30%) were slightly lower than the pa-
per version (63%). Comparisons of the measurement quality
across modes found that there were fewer item-missings in
the smartphone app mode and more contextual data (loca-
tion, and who the respondent was with). Due to a very small
sample size and a non-randomized mixed mode design, the
results from Chatzitheochari et al. (2018) can however only
be treated as indicative.

2.3 Analytical Framework and Hypotheses

Apart from factors specific to the prediction of nonre-
sponse in our smartphone TUS, there are also general predic-
tors of nonresponse relevant to our study. Demographic char-
acteristics such as gender, age, educational level, occupation,
ethnicity, household status and size, urbanicity, and marital
status have been shown to generally correlate with response
propensity in surveys (Fan & Yan, 2010; Groves, Cialdini, &
Couper, 1992). Certain demographic variables decrease the
contact likelihood, such as urbanicity, living alone, and liv-
ing without children (Abraham et al., 2006; Groves, 2006).
Other demographic characteristics tend to increase refusal
rates, such as ethnicity, educational level and age (Lipps,
2009; Lugtig, 2014; Van Ingen et al., 2008). Often there is

no clear theoretical link between sociodemographic variables
and nonresponse (Fan & Yan, 2010). They can however be
important to include as predictors in order to compare stud-
ies, and to investigate nonresponse bias.

In longitudinal studies, socio-psychological variables are
thought to be more closely related to why participants keep
participating or drop out from a study. For example, respon-
dents who are more “agreeable” on the Big Five personal-
ity scale are more cooperative, whereas “conscientious” peo-
ple tend to be more reliable and determined (Costa & Mc-
Crae, 1992). Both should lead to a higher commitment to the
survey, and have been associated with lower dropout rates
(Lugtig, 2014; Richter, Körtner, & Saßenroth, 2014). In con-
trast, people with high levels of “extraversion” are reported to
become easily bored and distracted (Costa & McCrae, 1992),
leading to dropout. “Openness” also seems to have a robust
effect on response propensity as people high in openness are
considered to be more interested in new experiences and in-
tellectually curious (Richter et al., 2014; Salthouse, 2014).

Respondents’ survey attitude is also an important indica-
tor for survey commitment (De Leeuw et al., 2010; Stocké,
2006). Respondents with a positive survey attitude—who
think surveys are important and enjoy answering them—are
less likely to attrite (Stocké, 2006). These respondents may
place less importance on the burden of the survey, and more
on the value of the survey.

Other predictors that we will use in this study are specific
to our smartphone TUS: we expect that respondents who use
their smartphone frequently are more willing to use this de-
vice for survey completion (De Bruijne & Wijnant, 2014;
Mavletova, 2013) and that privacy concerns will prevent re-
spondents from sharing GPS data.

In our analytical models to study nonresponse we will
include socio-demographic, socio-psychological variables,
survey attitudes and specific predictors for each task in or-
der to study whether the correlates of nonresponse differ
across the different tasks of the TUS. Following the leverage-
saliency model, we expect the correlates to differ per task as
the aspects of the request are also different. For example,
worries about privacy may particularly influence the willing-
ness to share GPS data, whereas busyness may be mainly
related to interruptive pop-up questions, and survey burden
to the most time-consuming part, the time use diary. Apart
from looking at correlates of nonresponse, we will also look
at bias in estimates of time use. As the smartphone TUS was
conducted within an existing panel, we had some basic infor-
mation on time use available for almost all sample members.
We will test whether biases on these variables cancel each
other out over the different stages, or reinforce each other.
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3 Methods

3.1 Sample

In this study we used data from the LISS (Longitudinal
Internet Studies for the Social sciences) panel, administered
by CentERdata (Tilburg University, The Netherlands). The
LISS panel started in 2007 and is the principal component of
the project Measurement and Experimentation in the Social
Sciences (MESS). The LISS panel consists of about 8000 in-
dividuals who complete online questionnaires every month.
These questionnaires cover a large variety of domains includ-
ing work, income, housing, time use, political views, values
and personality. For more information about the LISS panel,
see, Scherpenzeel and Das (2010).

The panel is based on a simple random sample of house-
holds drawn from the Dutch population register by Statis-
tics Netherlands and aims to be representative of the Dutch
population (Scherpenzeel, 2011; Scherpenzeel & Das, 2010).
After the first sample was drawn in 2007, a refreshment sam-
ple was recruited between June and December 2009. Non-
Internet households that could otherwise not participate are
provided with a computer and Internet connection. Using the
response metrics of Callegaro and Disogra (2008) the initial
recruitment rate for the LISS panel was 63% and the profile
rate 48% (Scherpenzeel, 2009). Retention is about 90% a
year (Toepoel, 2013). See Appendix A for the demograph-
ical composition of the LISS panel. In 2012 and 2013, the
smartphone TUS was administered to the LISS panel.

3.2 The Smartphone Time Use Survey

To study nonresponse and nonresponse bias, we examine
response patterns in the Dutch Time Use Survey (TUS), de-
veloped and coordinated by the Netherlands Institute for So-
cial Research (NL: Sociaal en Cultureel Planbureau [SCP]).
In 2012 the SCP first conducted a small-scale test of their
TUS through an app on a smartphone (Sonck & Fernee,
2013), after which the app was adapted and administered to
the LISS panel.

Respondents in the TUS without a smartphone, or who
preferred using a phone provided by LISS, could borrow one
from the LISS panel: 52% of the participants in our study
(n = 1120) used a borrowed phone. Respondents received
an incentive of e 15 for every hour of participating. The re-
search process of the TUS in the LISS panel consisted of
several stages, listed here in chronological order:

Willing to participate Participants of the Dutch LISS panel
were asked in three different surveys of the LISS
panel—conducted in August 2012, March 2013 and
July 2013—whether they were interested in partici-
pating in future smartphone surveys. Those who said
yes to any of these three requests were considered for
the TUS. See Appendix A for the demographics of the
TUS sample.

Time Use Survey1 To minimize possible seasonal influ-
ences on the time use data, data were collected for an
entire year. Data collection started in September 2012.
After this, each month a different batch of 176 panel
members was invited (Sonck & Fernee, 2013). This
resulted in a sample of 2154 participants in Septem-
ber 2013. People in this sample were invited for every
stage of the TUS, even if they did not participate in the
prior stage(s).

Pre-questionnaire Participants started by completing a pre-
questionnaire on the web that mimicked the normally-
used paper diary TUS. This pre-questionnaire con-
tained more than 200 questions on various topics, like
smartphone use, feeling in control about one’s life, rea-
sons to work certain hours, social support, child care,
hobbies and household composition.

Diary About a week after the invitation to the pre-
questionnaire, participants were asked to download an
app, and complete a diary in which they recorded their
activities on two randomly selected days; one week-
day and one weekend day. The activities were pre-
defined from a list of 41 categories following HETUS
guidelines (Eurostat, 2009). Participants had to com-
plete the full 24 hours (from 04:00 am to 04:00 am
the next day) using ten-minute intervals. See Figure
1 for a screenshot of the app and time use diary. The
left panel shows the screen where activities were re-
ported by a hypothetical respondent, the middle panel
shows an overview of the respondent’s set of recorded
activities, the right panel shows the questions that were
asked using Experience Sampling (see 4. Pop-up ques-
tions below). The app was available for iOS and An-
droid users.

When participants failed to complete one of the two
days they were assigned to, they were invited to par-
ticipate on a third day. This third day was exactly one
week after the first weekday. We coded participants as
respondents in this task when they filled out the diary
for at least one day.

Pop-up questions On the same days as the diary, partici-
pants received six pop-up questions which were sent at
random times of the day between 8:00 am and 10:00
pm. The pop-up question would show up on the screen
for ten minutes. After this ten minute interval the ques-
tion disappeared and could not be answered anymore
to ensure real-time feelings were measured. These
pop-up questions asked respondents either about their
emotional state or smartphone use in the past hour.
See Figure 1 for a screenshot of the pop-up questions.
We coded participants as respondents in this task when
they answered at least one pop-up question.



DOING A TIME USE SURVEY ON SMARTPHONES ONLY: WHAT FACTORS PREDICT NONRESPONSE . . . ? 199

Sensor Data Participants were asked permission to pas-
sively record additional data through the app. These
data included communication data (number of incom-
ing and outgoing calls and text messages) and GPS lo-
cations. When downloading the app, participants were
asked permission for this passive data collection. By
default, the GPS tracker was turned on, but respon-
dents could turn this off any time. We could not di-
rectly observe who turned off the GPS tracker and
when this happened; we can only observe the num-
ber of GPS data points available per participant. The
distribution of GPS data points showed a clear peak
around 576–600 GPS data points for a two-day period
implying that under normal conditions one location
measurement was taken every five minutes. Partici-
pants with fewer than 576 data points were assumed
to have turned off their GPS tracker or phone at some
point during the study and were treated as nonrespon-
dents in this stage. We performed sensitivity analy-
ses treating everyone with at least 278 GPS point as
respondents, but found no differences with the results
we present below.

Post Questionnaire After all smartphone tasks were com-
pleted, respondents completed another questionnaire
on the web. This post-questionnaire had the same de-
sign as the pre-questionnaire and contained about 180
questions on various topics, like Internet use, use of
social networks, and family life.

3.3 Instruments

We used a variety of background variables from previous
waves of the LISS panel to predict nonresponse. As most of
these variables are measured annually, we used the data from
respondents that were recorded closest before the start of the
TUS.

Sociodemographic characteristics We used a set of so-
ciodemographic characteristics: gender, age, net in-
come, highest level of education (7 categories), and
number of children living with the respondent.

Personality Five personality factors were computed: open-
ness, conscientiousness, extraversion, agreeableness
and neuroticism. These five factors are based on the
Big Five, a taxonomy for describing the basic dimen-
sions of personality (Costa & McCrae, 1992). We used
the self-rating Big Five Questionnaire (Goldberg et al.,
2006). This questionnaire consists of fifty items on
which respondents must rate how they apply to them
on a five-point scale. See Appendix B for all question
wordings and results of our factor analyses.

Survey attitude The LISS panel contained nine questions
about one’s general attitude towards surveys. These
items asked the participants for example whether they
think surveys are important for society, and exhaus-
tive to answer. Three factors for survey attitude were
computed; survey enjoyment, survey value and survey
burden (De Leeuw et al., 2010).

Privacy Two factors regarding privacy concerns were com-
puted; trust and worries. The factor trust covers
three questions about how much participants trust dif-
ferent organizations to keep their personal informa-
tion private. The factor worries covers two questions
about how worried participants are about their privacy.
These questions were part of a survey conducted in
July and August 2008. For that reason, data were not
available for all respondents.

Smartphone use The factor smartphone use is based on
questions in the pre-questionnaire of the TUS. Par-
ticipants were asked whether they used their smart-
phone for 22 internet activities, for example for watch-
ing television, surfing the web and sending tweets. We
calculated a factor score based on these 22 activities,
see Appendix B. Participants were also asked to report
for themselves how often they used mobile Internet on
their phone. The correlation between this measure and
the factor ‘smartphone use’ was r = 0.733.

Participation history We calculated the proportion of sur-
veys panel members participated in relative to the
number of invitations they received over the course of
participation in the LISS Panel.

Prior decision Prior decision is a stage-specific measure of
continuous participation. We added participation (0 =

no, 1 = yes) in the previous stage of the smartphone
TUS as a predictor for the subsequent stages. For
example, participation in the pre-questionnaire is the
prior decision for participation in the TUS diary.

3.4 Missing data

Missing data on covariates were imputed using the EM-
algorithm in the Missing Values Analysis module in SPSS
24.0 (IBM Corp., 2016). 14.87% of the cases were complete.
There were 77 different missing data patterns. By far the
largest group had missing data only on variables that made up
the factor score “privacy”. 44.5 % of the cases had a missing
value on privacy. Sociodemographic variables were available
for everyone, except for income (5.7%), urbanization (1.1%)
and educational level (1.0%).

3.5 Analyses

Our first, descriptive objective was to see how many par-
ticipants participate in every stage, how many drop out and
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(a) The screen where activities were re-
ported. TUS LISS—Your activity is: add
main activity. You did this between: 12:00
and 12:10. Were you alone of with some-
one you know? Alone/ With children up to
9 years old / With other family members /

With someone else you know. The buttons
below in the screen show “Copy previous
activity”; and “Save”.

(b) The day overview of one set of
recorded activities. TUS LISS—Day
overview Wednesday 26 July. Time &
Activities: 05:30 Sleeping, 05:40 Sleep-
ing, 05:50 Sleeping, 06:00 Sleeping,
06:10 Sleeping, 06:20 Sleeping, 06:30
Sleeping, 06:40 Sleeping, 06:50 Sleep-
ing, 07:00 Eating/Drinking at home, at
work/school, 07:10 Eating/Drinking at
home, at work/school, 07:20 Personal or
Medical care, 7:30–7:40 Personal or Med-
ical care. The button below in the screen
shows “Add activity”.

(c) The three pop-up questions, asking:
TUS LISS—How do you feel at this mo-
ment? Happy, Rushed, Tired. The scale la-
bels are: Not at all—Extremely. The button
below in the screen shows “save”.

Figure 1. Screenshots of the TUS app

how many return. Second, we predicted nonresponse in ev-
ery stage of the smartphone TUS, using the covariates de-
scribed in the section above. We ran multivariate, logistic
regression models with response (0 = nonresponse, 1 = re-
sponse) as the dependent variable. We also included partic-
ipation history and prior decision in our logistic regression
analyses hierarchically to investigate the effect of continu-
ous participation. Third, we investigated nonresponse bias to
discover if and how nonresponse influences the survey esti-
mates.

All models were estimated using R 3.4.1 (R Core Team,
2017). We conducted several multivariate logistic regression
analyses and calculated Average Marginal Effects (AME)
with the R-Package “mfx” (Fernihough, 2014). Marginal ef-
fects (MFX) are the estimated probabilities that the respon-

dent participates for a specific, marginal change in the ex-
planatory variable, holding all other variables fixed. AME
expresses the average MFX of the explanatory variable on
the dependent variable (Mood, 2010). We report AME in-
stead of odds-ratios because odds-ratios reflect unobserved
heterogeneity (Mood, 2010). Unobserved heterogeneity is
the variation in the dependent variable that is caused by vari-
ables that are not observed and thus not included as predic-
tors in the model. As this unobserved heterogeneity varies
across models we cannot simply compare the effect of spe-
cific predictors at different stages. AME’s are not affected by
unobserved heterogeneity and can thus be compared across
models and groups. We transformed the AME’s into percent-
ages in the tables we present, to make them easier to inter-
pret.
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4 Results

Figure 2 shows the responses at different stages of the
TUS. Only participants who said that they were willing to
participate were invited for stage 1, the pre-questionnaire.
The reported numbers in the squares represent the partici-
pants who start in that specific stage.

At three moments in 2012 and 2013, 7296 participants of
the LISS panel received the question whether they would
be willing to participate in a smartphone survey. Partici-
pants who answered they were not willing to participate were
treated as refusals, while participants who did not answer this
question at all were treated as noncontacts. Following the
AAPOR 2006 guidelines, we observe a noncontact rate of
16.0% (n = 1168), and a refusal rate of 41.1% (n = 2996).
42.9% of all respondents (n = 3132) said they would be will-
ing to participate in our smartphone study (Callegaro & Dis-
ogra, 2008).

In Figure 2, the numbers in the arrows represent the re-
sponse probabilities for the subsequent stages, conditional on
whether the respondent participated in the preceding stage.
The arrows between stages represent consistent participation.
For example, 85.6% of the participants who complete the
pre-questionnaire also complete the diary, and 74.0% of the
participants who complete the diary share GPS data. The ar-
rows that do not connect boxes represent participants return-
ing after missing a previous stage. For example, 32.0% of
the nonrespondents in the pre-questionnaire fill out the diary,
and 0.2% of the nonrespondents in the diary share GPS data.

The flowchart (Figure 2) shows that at every stage par-
ticipants drop out. This results in a smaller number of par-
ticipants at every subsequent stage. An exception forms the
stage of GPS sharing, which has the lowest number of partic-
ipants (n = 1193). A relatively large group misses one stage,
but then returns to complete the next stage. This is especially
so for the diary and post-questionnaire.

4.1 Willing to participate

In order to identify who is willing to participate in the
smartphone survey, we ran a multivariate logistic regression
model. In this analysis we excluded the noncontacts2 at the
invitation stage since we are uncertain whether they would
be willing to participate. Table 1 shows the result of this
multivariate logistic regression model (e.g. 0 = not willing,
1 = willing). Age, educational level, extraversion, consci-
entiousness, openness, survey value, enjoyment and burden,
worries about privacy, and smartphone ownership are all sig-
nificant predictors of being willing to participate in smart-
phone studies. For example, if people own a smartphone,
their probability of participating increases by 21.5% condi-
tional on the other covariates in the model. Furthermore, a
one year increase in participant age decreases the probabil-
ity to participate by 0.55%. Participation history, added to

Table 1
Average Marginal Effects for Predicting Will-
ingness to Participate

AME Std. Err.

Sociodemographics
Gender −1.84 1.57
Age −0.55*** 0.06
Educational level 3.74*** 0.51
Number of children 1.04 0.69
Income −0.02 0.02

Personality
Neuroticism 0.07 0.76
Extraversion −2.08** 0.76
Agreeableness −0.91 0.84
Conscientiousness −4.41*** 0.77
Openness 3.42*** 0.77

Survey Attitude
Survey value 3.81*** 1.15
Survey enjoyment 10.96*** 1.21
Survey burden −2.62* 1.17

Privacy
Trust 1.41 0.95
Worries −3.69*** 0.85

Smartphone Use
Smartphone Ownership 21.51*** 1.88

Continuous Participation
Participation History 4.33 3.97

Nagelkerke R2 0.19

∗ p < 0.05 ∗∗ p < 0.01 ∗ ∗ ∗ p < 0.001

the model to investigate the additional effect of respondents’
prior commitment to LISS panel, does not have a significant
effect. The results of the model without controlling for par-
ticipation history are reported in Appendix C.

4.2 Participation in the Time Use Survey

To assess who does and who does not participate in the
different stages of the smartphone TUS, we ran separate mul-
tivariate logistic regression analyses per stage (0 = not will-
ing, 1 = willing). To investigate the effect of continuous
participation and to control for effects of the previous stage,
we added prior decision and participation history next to so-
ciodemographic, socio-psychological and smartphone spe-
cific predictors in our model. The results of these final multi-
variate logistic regression analyses are presented in Table 2.

2 When comparing the socio-demographic characteristics of the
contacts and noncontacts it appeared that noncontacts are on aver-
age younger and more likely to live in a household with children.
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Pop-up 
n = 1407 (65.3%)

GPS
n = 1193 (55.4%)

Invited to par�cipate
n = 2154

Pre Ques�onnaire
n = 1717 (79.7%)

Diary
n = 1610 (74.7%)

Post Ques�onnaire
n = 1314 (61.0%)

85.6%

79.7%

87.0%

68.7%

74.0%

70.8%

91.0%

77.2%

32.0%

0.2% 1.1%

48.8 46.5

Figure 2. Flowchart of response behavior in the smartphone TUS. The percentages indicate the
response probability per stage, dependent on participation (arrow from one stage to another) or
no participation (arrow from the outside to the square) in the preceding stage.

The results of the models without controlling for continuous
participation are reported in Appendix C.

First, we look at the sociodemographic predictors across
all stages. Sociodemographic variables have no effect on par-
ticipating in the pre-questionnaire. Willingness to participate
in the smartphone parts of the study declines with age. The
willingness to fill out the diary increases 1.54% per educa-
tional level. All other effects of sociodemographic variables
across the stages are nonsignificant and/or small.

For the socio-psychological variables we find no large ef-
fects. Willingness to participate in the pre-questionnaire is
higher for respondents who are more conscientious. With
every increase of one standard deviation in the factor score
conscientiousness the probability to participate increases by
1.95%. Willingness to share GPS data is larger for respon-
dents who are more introvert.

Furthermore, smartphone use significantly predicts shar-
ing GPS data. Participants who use their phone more often
are more likely to be willing to share their GPS data. No
variables related to survey attitude or privacy have an effect
in any of the stages.

Finally, we look at the effects of continuous participation.
Respondents prior commitment to the LISS panel, measured
by participation history, increases respondents’ willingness
to fill out the pre-questionnaire or diary. Participating in the
diary seems a strong predictor for the two subsequent phases.

Participants for the diary have a 86.69% higher probability
of being willing to answer pop-up questions, and 72.97% to
share GPS data. Prior decision does not have a large effect on
the post-questionnaire, but filling out the diary increases the
willingness with 19.54% and sharing GPS data with 8.86%.

The explanatory power of our final model is particu-
larly high for the smartphone parts of the study. The high
explained variance for the pop-up (0.706) and GPS stage
(0.554), in combination with the large effect of participat-
ing in the diary, implies that (non)response in these stages is
mostly conditional on the previous stage.

4.3 Nonresponse bias

Apart from looking at the characteristics of those who re-
spond and not respond, the final goal of this paper was to see
how nonresponse matters for substantive statistics. The goal
of the TUS is to estimate time use. To investigate the bias
in these estimates we compared the time use of respondents
and nonrespondents. We derived our estimates of time use
for both groups from the “Social Integration and Leisure”
and “Work and Schooling” questionnaires of the LISS panel.
The “Social Integration and Leisure” study was conducted
in February/March, and “Work and Schooling” in April/May
2012, roughly a year before the TUS. Respondents’ time use
could have changed in the meantime, but we find it safe to
assume that over the whole sample on average no shifts oc-
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Table 2
Average Marginal Effects for Participants’ Willingness to Participate in the Different Stages.

Pre Questionnaire Diary Pop-up GPS Post Questionnaire

AME Std. Err. AME Std. Err. AME Std. Err. AME Std. Err. AME Std. Err.

Sociodemographics
Gender −1.14 2.02 −3.10 2.27 −4.24 4.42 4.44 3.00 1.25 2.58
Age −0.06 0.07 −0.41*** 0.08 −0.81*** 0.16 −0.06 0.11 0.08 0.09
Educational level −0.46 0.69 1.54* 0.78 −0.32 1.46 −0.52 1.00 1.05 0.88
Number of kids 0.28 0.76 0.83 0.90 0.16 1.74 −1.65 1.13 −0.63 0.99
Income 0.19 0.11 0.12 0.12 0.42 0.25 0.21 0.17 0.10 0.13
Participation History 33.14*** 4.29 13.04* 5.34 10.87 11.83 6.90 7.21 8.32 6.25

Personality
Neuroticism 0.36 0.95 0.44 1.07 −0.92 1.99 −2.02 1.38 0.59 1.21
Extraversion −1.67 0.92 −1.15 1.05 0.37 1.96 −4.05** 1.38 −0.79 1.17
Agreeableness 1.05 1.01 1.63 1.12 −0.61 2.16 −1.12 1.47 1.44 1.28
Conscientiousness 1.95* 0.91 1.43 1.05 −1.02 1.99 2.37 1.34 0.82 1.19
Openness −1.13 0.93 −1.47 1.05 −0.45 1.97 0.89 1.33 −0.78 1.19

Survey Attitude
Survey value −0.09 1.46 2.21 1.60 3.94 3.13 1.11 2.12 0.15 1.84
Survey enjoyment −0.36 1.50 −1.91 1.67 −7.40* 3.17 −3.94 2.18 0.90 1.89
Survey burden −0.54 1.52 −2.01 1.69 −0.19 3.08 −1.00 2.16 −0.67 1.95

Privacy
Trust 0.53 1.17 1.40 1.30 −1.09 2.37 1.47 1.65 0.92 1.48
Worries −0.69 1.03 1.94 1.11 0.42 2.07 −0.02 1.45 0.48 1.28

Smartphone Use
Smartphone use −0.18 1.09 0.97 1.34 3.26 2.33 4.25** 1.57 −2.65 1.41

Continuous Participation
Participation History 33.14∗∗∗ 4.29 13.04∗ 5.34 10.87 11.83 6.90 7.21 8.32 6.25
PDa: Pre-Questionnaire - - 53.84∗∗∗ 2.54 10.45 6.37 10.89∗∗ 3.71 1.45 3.14
PD: Diary - - - - 86.69∗∗∗ 1.05 72.97∗∗∗ 1.23 19.54∗∗∗ 4.56
PD: Pop-up - - - - - - - - 3.15 3.86
PD: GPS - - - - - - - - 8.86∗∗ 2.93

Nagelkerke R2 0.077 0.326 0.706 0.554 0.120
a PD = “Prior decision”
* p < 0.05 ** p < 0.01 *** p < 0.001

curred. We excluded respondents for whom data were miss-
ing n = 618). For our analyses of nonresponse bias, we
looked at four distinctive groups of respondents:

1. Respondents who said they were not willing to partic-
ipate (n = 2601).

2. Respondents who said they were willing to participate,
but never did (n = 130).

3. Respondents who participated in the TUS, but only
in the pre- and/or post-Web questionnaire, not in any
smartphone parts (pop-up, diary, GPS) (n = 278).

4. Respondents who participated in all tasks (n = 622).

Table 3 shows how many hours per week respondents on av-
erage spend on several activities. These activities are work-

ing, watching television, doing volunteer work, doing sports,
going out (to bars, restaurants, cinema), making music, going
to the theater (ballet, plays or musical) and doing creative
things. In addition, we calculated the absolute and relative
nonresponse bias.

An analysis of variance (ANOVA) test revealed that there
are no differences between the groups in time spent on vol-
unteer work, music, doing sports, theater or creative activi-
ties. The groups do differ significantly on time spent working
(F(3, 3627) = 18.49, p < 0.001, η2

p = 0.015), watching tele-
vision (F(3, 3627) = 15.25, p < 0.001, η2

p = 0.012), and
going out (F(3, 3627) = 4.60, p = 0.003, η2

p = 0.004).3

3When we included all cases, also those including missings
on some items of time use from earlier LISS surveys used to as-
sess nonresponse bias, most results did not differ. The only differ-
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The relative and absolute bias of watching television and
working are also high, 3.70 (18.3%) and 4.96 hours (30.1%).
The relative bias of theater and creativity are also high
(47.8%), but this is due to very low prevalence of these activ-
ity in general. The absolute bias is only 0.04 and 0.08 hours,
which is less than five minutes.

Post-hoc analyses reveal that only certain groups differ.
First, full respondents who participated in all tasks of the
TUS, appear to work significantly more hours than partici-
pants of the other three groups. The groups with (partial)
nonrespondents do not differ from each other in the time
spent on working. Second, full respondents watch signifi-
cantly less television than the group that was not willing to
participate at all (group 1) and the group that participated
only in the non-smartphone parts (group 3). Finally, the full
respondents (group 4) and respondents who were not willing
to participate (group 1) go out less often than the other two
groups (group 2 and 3).

5 Discussion and Conclusion

This paper shows how nonresponse differs over different
tasks in a smartphone survey. This study is a first step into
building a methodological framework for understanding non-
response error in smartphone surveys. We know little about
whether people are willing to perform smartphone-specific
survey tasks and how this affects data quality.

Results show that 42.9% of the LISS panelists are willing
to participate, and that from this group of willing respondents
74.7% actually complete the smartphone TUS. Only 28.9%
of the willing respondents complete all the tasks of the study.
The basic response rate is comparable to other, offline time
use surveys, although we do not take nonresponse in the re-
cruitment of LISS into account (Abraham et al., 2006; Van
Ingen et al., 2008).

Predictors of nonresponse differ per task. However, some
variables consistently predict nonresponse in every stage.
Being younger, more conscientious, more open and more in-
trovert increase the response probability of participating in
every task in the smartphone TUS. These results are consis-
tent with other, offline Time Use Studies (e.g. Abraham et al.,
2006; Stoop, 2005; Van Ingen et al., 2008) and other longitu-
dinal studies (Costa & McCrae, 1992; Lugtig, 2014; Richter
et al., 2014). Smartphone ownership is an important pre-
dictor for being willing to participate in a smartphone study.
Even though respondents could borrow a smartphone to par-
ticipate, many participants were unwilling to do so. Haan,
Lugtig, and Toepoel (2019) showed that device familiarity is
an important predictor for using a particular device to com-
plete a survey. This is confirmed in the actual TUS, where
participation in some of the smartphone parts is predicted
by age, rather than smartphone use. We conjecture that the
respondent’s attitude towards and familiarity with the spe-
cific functions of the smartphones are the main determinants

of willingness to participate, rather than actual frequency of
smartphone use, or age. Providing equipment is probably
not enough to warrant participation in smartphone studies.
In this study, the LISS panel tried to increase familiarity by
showing an instruction manual and video. This may be a
possible way to improve participation, but it is not very pow-
erful as many participants did not view this video. Using in-
terviewers might be a more powerful tool to increase device
familiarity or to ensure everyone sees the video.

When panel members participated in the prior stage of the
TUS, they are more likely to participate again. This finding
can be explained by the foot-in-the-door technique (Cialdini,
1993), where a small initial request increases compliance
with the next, larger request. Our study was rather success-
ful in this respect, probably because it started with a regular
survey respondents were used to.

When we frame our results in light of the leverage-
saliency model we see that respondents who have a more
positive smartphone attitude are more likely to participate in
the smartphone parts of the study than in the survey parts.
This suggests that respondents make a thoughtful decision
to participate. Most of the variance is however explained by
continuous participation, not by aspects of the survey request
of that specific task. Future research could test the leverage-
saliency model more extensively, by varying the survey re-
quest wording per task.

Nonresponse in itself may not be a problem, as long as
it does not influence the survey estimates (Groves, 2006).
However in this study, nonresponse does influence the survey
estimates and therefore induces nonresponse bias. A specific
group participates in the smartphone parts; this group works
more and watches less TV than the average LISS panel par-
ticipants. The respondents who only complete the pre- or
post-questionnaires are more similar to those who do not
participate in our study at all than like the full respondents.
These results also replicate the results of Van Ingen et al.
(2008) and Abraham et al. (2006), who also found that busy
people are more likely to participate in an offline TUS. Ac-
cording to Stoop (2005) busy or working people are more
involved in society. This involvement may lead to a higher
probability to participate, but probably also leads to a more
positive smartphone attitude that might be work-related. Fu-
ture research could shed more light on this relation and the
occurrence of nonresponse bias specifically in the smart-
phone parts.

Unfortunately, we were not able to see directly who turned
off GPS tracking. We coded participants with few GPS data
points as nonrespondents as we assumed they turned off their
GPS tracker. However, it is also possible that these people

ence is that group 1 and 3 now differ significantly on doing sports
(F(3, 3930) = 2.95, p = 0.031, η2

p = 0.002). By excluding incom-
plete cases, we excluded n = 148 for group 1, n = 17 for group 2,
n = 29 for group 3 and n = 35 for group 4.
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Table 3
Average Time Spent on several Activities by Four Distinctive Groups of (Non)respondents, and the Absolute and Relative
Bias induced by Nonresponse..

Not Willing, no Participation in non- Full Sample Mean Absolute Bias Relative Bias
willing paticipation smartphone parts Respondents (hours) (in %)

Work 15.35 15.38 16.27 21.42 16.46 4.96 30.13
Volunteer Work 1.84 1.29 1.66 1.68 1.78 0.10 5.63
Watching TV 21.22 19.21 19.94 16.56 20.26 3.70 18.26
Sports 1.95 2.38 2.47 2.07 2.03 0.04 1.97
Going out 1.20 1.61 1.73 1.12 1.24 0.12 9.68
Music 0.12 0.03 0.18 0.11 0.11 0.00 0.00
Theater 0.11 0.04 0.09 0.05 0.09 0.04 47.78
Creativity 0.58 0.60 0.88 0.51 0.59 0.08 13.53

The absolute and relative bias are calculated by comparing the Full Respondents (respondents) to the Sample Mean (full sample), as
described by Groves and Peytcheva (2008).

had their phones switched off during data collection, and
only turned them on to complete the diary. Other causes may
be technical problems, or empty batteries. Since it is difficult
to pinpoint what the reasons are for the missing GPS data, it
is difficult to predict how this introduces bias in the estimates.
Future research should make this clearer.

A further limitation of our study is that we used respon-
dents who were already participating in the LISS panel. The
advantage of using a panel is the large amount of auxiliary
variables available for predicting nonresponse and studying
nonresponse bias. However, the experienced sample may be
generally more willing to participate in surveys, and smart-
phone surveys in particular. The response rate in our study
was comparable to earlier, offline time use surveys. If we
take into account though the fact that LISS respondents are
used to doing research, it is likely that repeating our smart-
phone study in an independent cross-sectional sample would
result in a lower response rate than found in TUS conducted
with paper diaries (Abraham et al., 2006; Van Ingen et al.,
2008).

There is a long way to go before we can use smartphones
as the sole data collection mode in general population stud-
ies. This study proves that we can conduct smartphone-app
surveys with some success. Future research should focus on
how to increase smartphone familiarity and on ways to con-
vince people to do survey related tasks on smartphones. Con-
sent surveys could shed more light into these issues. Smart-
phone surveys are promising tools for social research, but
if we want to improve response rates and decrease response
bias, there is still a lot of work to do on easing respondents
into a task that is at least to some degree intrusive.
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Appendix A
Demographical Composition of the LISS panel, Time Use Survey sample and the Dutch Population.

Table A1
Not-imputed, valid percentages of groups

LISS panelc TUS sample Dutch populationb

Age
Average (in years) 40.6a 44.38 41.6a

(21.98) (17.09)
65+ 15.9 14.0 16.2

Gender
Male 49.0 46.4 49.5
Female 51.0 53.6 50.5

Ethnicity
Native Dutch Background 87.2 87.6 79.1
Migration Background 12.8 12.4 20.9

Urbanicity
Extremely Urban 12.7 13.5 20.5
Very Urban 25.3 25.4 24.0
Moderately Urban 23.9 23.2 18.1
Slightly Urban 22.3 23.0 18.6
Not Urban 15.9 15.0 18.8

Household
Single HH 28.3 17.4 36.8

Composition per Household
Couple with children 34.5 44.3 27.3
Couple without children 30.2 30.4 29.2
Single with children 5.6 6.7 6.8
Other 1.4 1.2 0.6

a Average age reported as mean instead of percentages. b Dutch population statistics cor-
respond to individually based statistics, with January 1st 2012 as the base date. Statistics
can be found on http://statline.cbs.nl (Statistics Netherlands, 2012).
c LISS panel composition of September 2012.

http://statline.cbs.nl
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Appendix B
Factor Scores for the Different Constructs.

Table B1
Factors Sociopsychological Variables.

Factor

1 2 3 4 5

Neuroticism
Get stressed out easily. 0.70 −0.02 0.05 −0.09 −0.12
Am relaxed most of the time. −0.61 −0.01 0.01 0.19 0.16
Worry about things. 0.67 0.06 0.09 −0.21 −0.01
Seldom feel blue. −0.52 −0.06 0.07 0.08 0.06
Am easily disturbed. 0.73 −0.04 0.08 −0.13 −0.09
Have a soft heart. 0.39 0.00 0.26 0.00 0.01
Get upset easily. 0.75 −0.08 0.07 0.05 −0.08
Change my mood a lot. 0.69 0.03 −0.02 0.14 0.07
Have frequent mood swings. 0.68 0.03 −0.02 0.13 0.04
Get irritated easily. 0.54 −0.03 −0.11 −0.05 0.07
Often feel blue. 0.73 0.01 −0.05 0.00 0.04

Extraversion
Am the life of the party. 0.12 0.64 0.01 0.01 0.15
Don’t talk a lot. −0.07 −0.67 −0.07 0.05 0.10
Feel comfortable around people. −0.06 0.48 0.23 0.00 0.01
Keep in the background. 0.01 −0.79 0.22 0.06 0.08
Start conversations. 0.00 0.67 0.16 −0.06 −0.02
Have little to say. 0.17 −0.51 −0.13 0.11 −0.01
Talk to a lot of different people at parties. 0.03 0.63 0.22 0.12 −0.05
Don’t like to draw attention to myself. 0.00 −0.62 0.34 −0.05 −0.07
Don’t mind being the center of attention. 0.01 0.57 −0.11 0.14 0.17
Am quiet around strangers. 0.14 −0.64 −0.08 0.03 0.11

Agreeableness
Feel little concern for others. 0.02 −0.03 −0.51 0.12 0.06
Insult people. 0.18 0.09 −0.30 0.20 0.22
Sympathize with others’ feelings. 0.09 −0.18 0.88 0.12 −0.01
Am not interested in other people’s problems. 0.02 −0.02 −0.65 −0.03 0.01
Am not really interested in others. 0.09 −0.06 −0.68 −0.01 0.05
Feel others’ emotions. 0.13 −0.04 0.69 0.15 0.14
Make people feel at ease. 0.11 0.31 0.38 −0.06 0.06
Take time out for others. 0.05 0.03 0.66 −0.02 0.04
Am interested in people. −0.04 0.06 0.71 0.11 0.04

Continues on next page
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Table B2
Continued from previous page

Factor

1 2 3 4 5

Conscientiousness
Am always prepared. 0.03 0.03 −0.09 −0.51 0.09
Leave my belongings around. 0.00 0.02 0.14 0.71 0.11
Make a mess of things. 0.30 −0.06 0.01 0.61 0.10
Get chores done right away. 0.07 0.10 −0.01 −0.55 −0.05
Like order. 0.26 0.00 −0.10 −0.76 0.05
Often forget to put things back in their proper place. 0.08 0.05 0.04 0.61 0.02
Shirk my duties. 0.26 0.06 −0.09 0.48 −0.07
Follow a schedule. 0.25 −0.03 0.03 −0.52 0.13
Spend time reflecting on things. 0.09 −0.12 0.10 −0.31 0.29
Am exacting in my work. 0.16 0.00 −0.03 −0.36 0.29

Openness
Have difficulty understanding abstract ideas. 0.28 0.02 0.02 0.05 −0.43
Pay attention to details. 0.12 −0.03 0.13 −0.29 0.37
Have a vivid imagination. 0.11 0.15 −0.08 0.17 0.40
Am not interested in abstract ideas. 0.17 0.00 −0.05 0.02 −0.36
Have a rich vocabulary. −0.10 −0.02 0.09 −0.01 0.48
Have excellent ideas. −0.08 0.04 −0.02 −0.11 0.56
Do not have a good imagination. 0.25 0.00 −0.07 0.13 −0.28
Am quick to understand things. −0.17 −0.13 0.07 −0.11 0.57
Use difficult words. 0.00 −0.07 −0.09 0.18 0.55
Am full of ideas. 0.05 0.19 0.02 −0.08 0.54

Standardized factor loadings. We used an EFA with Promax Rotation in IBM SPSS 24. The Cumulative Ex-
plained Variance is 38.53%. Factor correlations range between -0.285 and 0.370.

Table B3
Factors Survey Attitude.

Factor

1 2 3

Survey Value
Surveys are important for society. 0.80 −0.01 0.19
A lot can be learned from information collected through surveys. 0.79 −0.01 0.13

Survey Burden
Completing surveys is a waste of time. −0.40 0.51 0.06
I receive far too many requests to participate in surveys. 0.06 0.55 −0.05
Opinion polls are an invasion of privacy. −0.13 0.55 0.11
It is exhaustive to answer so many questions in a survey. 0.15 0.53 −0.24

Survey Enjoyment
I really enjoy responding to questionnaires through the mail or Internet. 0.12 −0.05 0.80
I really enjoy being interviewed for a survey. 0.07 −0.02 0.56
Surveys are interesting in themselves. 0.48 −0.04 0.50

Standardized factor loadings. We used an EFA with Promax Rotation in IBM SPSS 24. The Cumulative Ex-
plained Variance is 54.26%. Factor correlations range between -0.327 and 0.424.
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Table B4
Factors Privacy.

Factor

1 2

Trust
How much do you trust each of the following to keep the information
they collect from you confidential: public opinion research companies 1.01 0.05
How much do you trust each of the following to keep the information
they collect from you confidential: market research companies 0.63 −0.03
How much do you trust each of the following to keep the information
they collect from you confidential: government agencies, like Statistics Netherlands 0.49 −0.06

Worries
In general, how worried are you about your personal privacy? 0.01 0.76
Different private and public organizations have personal information about us.
How concerned are you about whether or not they keep this information confidential? −0.05 0.81

Standardized factor loadings. We used an EFA with Promax Rotation in IBM SPSS 24. The Cumulative Explained
Variance is 58.65%. Factor correlation is -0.230.

Table B5
Factor Smartphone Usage

Factor
1

Please indicate whether you ever use a mobile phone for. . .
Watching television 0.42
Watching films online 0.73
Listening to the radio 0.46
Listening to your own music 0.59
Reading news sites and daily newspaper 0.66
Reading magazines 0.46
Playing online games 0.46
Playing offline games 0.48
Emailing 0.71
Reading other people’s twitter messages 0.47
Sending your own twitter messages 0.41
Visiting social media network sites 0.68
Visiting online forums or discussion groups 0.34
Sending short text messages via the Internet 0.69
Telephoning via the Internet or making video calls 0.39
Downloading music or video files 0.49
Uploading videos, photos or music 0.56
Online banking 0.57
Shopping or ordering goods via the Internet 0.48
For navigation services 0.65
To search specific information on the Internet 0.75
Just to surf around on the Internet 0.64

Standardized factor loadings. We used an EFA with Promax Rotation
in IBM SPSS 24. The Cumulative Explained Variance is 31.56%.



212 ANNE ELEVELT, PETER LUGTIG AND VERA TOEPOEL

Appendix C
Models without participation history or prior decision.

Table C1
Average Marginal Effects for Predicting Willing-
ness to Participate.

AME % Std. err.

Sociodemographics
Gender −1.82*** 1.57
Age −0.54*** 0.05
Educational level 3.83 0.50
Number of children 0.98 0.68
Income −0.02 0.02

Personality
Neuroticism 0.04 0.76
Extraversion −2.14** 0.76
Agreeableness −0.97 0.84
Conscientiousness −4.29*** 0.76
Openness 3.34*** 0.76

Survey Attitude
Survey value 3.81*** 1.14
Survey enjoyment 11.05*** 1.21
Survey burden −2.65* 1.17

Privacy
Trust 1.47 0.95
Worries −3.69*** 0.85

Smartphone Use
Smartphone Ownership 21.33*** 1.87

Nagelkerke R2 0.190
* p < 0.05 ** p < 0.01 *** p < 0.001
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