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Many important statistics are known from official records for the entire population, but have to
be estimated for subpopulations. I describe two methods that are straightforward to implement
and can reduce the substantial sampling error of the commonly used direct survey estimates
for small subpopulations. Both estimators are simple variants of (known) ways to increase
accuracy by modeling time-series and cross-sectional variation in repeated surveys. The first
estimator incorporates information from repeated cross-sections. The second estimator ad-
ditionally uses the knowledge of the statistic for the overall population to improve accuracy
of the estimates for subpopulations. To illustrate the performance of the estimators and their
advantages for practitioners, I compare the estimated number of female and elderly recipients
of a government transfer program by county to the “true” number from administrative data on
all recipients in New York. I find that even the simple estimators substantially improve survey
error. Incorporating the statistic of interest for the overall population yields particularly large
error reductions and can reduce non-sampling errors.
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1 Introduction

Statistics such as unemployment and poverty rates or the
number of recipients of government benefits for counties,
cities or other small geographic areas are important indica-
tors of local economic conditions and well-being. In the
U.S., the Census Bureau and the Bureau of Economic Analy-
sis (BEA) produce a wide range of such statistics. For exam-
ple, the BEA provides statistics on income and transfer pro-
grams by county and the Census Bureau produces small-area
estimates of poverty (SAIPE) and health insurance coverage
(SAHIE). The same statistics are often of interest for subpop-
ulations such as by race, gender or age as well. Among oth-
ers, they are used to evaluate policies targeted at these sub-
populations, to assess their economic conditions and to coor-
dinate outreach efforts. For example, poverty rates are usu-
ally also estimated for groups with particularly high poverty
risk, such as single parents or individuals with disabilities
(e.g. U.S. Census Bureau, 2015). Participation in govern-
ment transfer programs is often calculated for demographic
subgroups to evaluate their access to government benefits
(e.g. Haider, Jacknowitz, & Schoeni, 2003).
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Government agencies often publish reliable aggregate
statistics for the entire population based on administrative
records, but researchers and policy makers interested in
subpopulations usually estimate these statistics from survey
data. The main source of such estimates in the US is the
American Community Survey (ACS). Yet even with the large
sample size of the ACS, estimates for small areas such as
counties are often imprecise, particularly for subpopulations.
The literature on small domain estimation proposed meth-
ods to improve precision (see e.g. Pfeffermann, 2002, 2013;
Rao & Molina, 2015). Nevertheless, many studies and gov-
ernment agencies rely on standard, direct survey estimates
instead (e.g. Bohn, Danielson, Levin, Mattingly, & Wimer,
2013; Cerf Harris, 2014; D’Onofrio, Krampner, Silitonga,
Shin, & Virgin, 2015). This reliance on standard methods is
neither due to a lack of advanced small domain methods nor
their performance. Programs like SAIPE and SAHIE under-
line that these methods work well in practice, but also that
they require more complex models, methods or additional
assumptions. Researchers likely often see standard survey
estimates as less “costly”, possibly in terms of introducing
flawed modeling choices that could introduce bias, the cost
of implementing them or their audience not being familiar
with more complex methods. Practitioners, especially those
who do not produce small domain estimates on a regular ba-
sis, could still benefit from parts of the substantial improve-
ments of small domain methods by using simplified small do-
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main methods. Many practitioners relying on direct survey
estimates are experts in their substantive fields, rather than
small domain estimation, so methods that make it straight-
forward to assess whether they are useful in a given case and
are simple to implement could improve this situation.

I describe and evaluate two simple estimators to improve
estimate accuracy for small subpopulations. The first estima-
tor uses area- and time-fixed effects and thereby combines
information from multiple areas and time periods to improve
accuracy. The second estimator combines the survey data
with aggregate statistics on the overall population to improve
estimates for subpopulations. This population adjusted esti-
mator is simple to implement and can also help to address
other survey errors, such as underreporting. Both estimators
can be seen as simple variants of methods from the previ-
ous literature. Their key advantages are that the estimators
are simple to implement and that the conditions under which
they improve precision are straightforward to assess empiri-
cally. Their performance and ease of implementation make
them attractive for practitioners, but the methods discussed
here should not be seen as substitutes for those willing to
implement more complex estimators.

To illustrate these methods and evaluate how they can im-
prove over the direct survey estimates, I estimate the num-
ber of recipients of the Supplemental Nutrition Assistance
Program (SNAP) per county using the ACS public use data
for two subpopulations, females and the elderly.1 To assess
the accuracy of the estimates, I compare them to the true
number of recipients in these subpopulations according to
administrative records. Data that provide such a measure
of truth would solve the problem in practice, but are rarely
available to researchers. In summary, the results suggest that
even simple methods can substantially improve the accuracy
of official statistics for small subpopulations. The popula-
tion adjusted estimator yields large error reductions in terms
of mean squared error (MSE) or mean absolute deviations
(MAD), cutting error by up to 77 percent compared to direct
survey estimates. The findings also show that this estimator
can reduce bias from non-sampling error such as underre-
porting. The error reductions of the fixed effects estimator
are smaller, but it still improves over the survey estimates.
Whether the methods yield error reductions of this magni-
tude more generally remains an open question. I line out con-
ditions under which they are likely to do so. These conditions
provide guidance to practitioners in their choice whether the
methods are likely to improve precision in their application
and which methods are particularly promising.

The remainder of this report proceeds as follows: Sec-
tion 2 introduces the estimators. Section 3 describes the data.
Section 4 presents results. Section 5 concludes.

2 Two Simple Estimators

Let Rit be an indicator that individual i receives SNAP at
any point in year t, and let RS

it be an indicator that individ-
ual i receives SNAP in year t and is in the subpopulation of
interest. Let xct be the total number of recipients in county
c in year t and x̂ct the direct survey estimate of this number.
Similarly, let yct be the statistic of interest, the number of
recipients belonging to the relevant subpopulation in county
c in year t. ŷct is the corresponding direct survey estimate.
Nct is the sample size for county c at time t, Nc and Nt are
the sample sizes corresponding to county c and time period t
respectively.

The two estimators I use both borrow strength over time
and space, which makes them simple versions of more ad-
vanced methods. Pfeffermann and Burck (1990) propose
a general time series model. Rao and Yu (1994) addition-
ally consider borrowing cross-sectional information. Datta,
Lahiri, Maiti, and Lu (1999) extend this model and discuss
the statistical properties of such estimators in a hierarchical
Bayes framework. See Pfeffermann (2002) for an overview
of early theoretical contributions. For applications that ex-
tend this methodology see e.g. Pfeffermann and Bleuer
(1993), You, Rao, and Gambino (2003) and You (2008). Sta-
tistical agencies such as the U.S. Census Bureau (Bauder,
Luery, & Szelepka, 2018; Luery, 2010), the U.S. Bureau of
Labor Statistics (Pfeffermann & Tiller, 2006; R. B. Tiller,
1992) and Statistics Netherlands (Bollineni-Balabay, van den
Brakel, & Palm, 2016; van den Brakel & Krieg, 2016) em-
ploy more advanced models to produce small area statistics
on a routine basis.

The first estimator combines information from repeated
cross sections. In particular, I use pooled cross-sections to
estimate a simple two-way fixed effects model, i.e. an OLS
regression2 of benefit receipt on dummies for each county
and time period:

RS
it = θc + γt + εit . (1)

I then estimate the number of recipients in county c at time
t as the sum of the corresponding time and county fixed effect
multiplied by the population size in county c in year t, Pct:

ŷFE
ct = (θ̂c + γ̂t)Pct . (2)

This fixed effects estimator is an adjusted version of the
common practice to pool multiple survey years (U.S. Census

1SNAP is the largest means-tested government transfer program
in the US, see Hoynes and Schanzenbach (2016) for a detailed
description. SNAP receipt rates for females and the elderly are
not available from official statistics and direct survey estimates are
noisy.

2One may often prefer to use a non-linear link function. The
model does not include continuous covariates and the predicted
probabilities in the application are all far from 0 or 1. Therefore,
results using standard link functions are similar to the OLS results.
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Bureau, 2008), which amounts to estimating area fixed ef-
fects. Adding time fixed effects additionally allows for an-
nual shocks that are common to all areas. The efficiency
gains of the fixed effects estimator stem from incorporating
time-series information from other editions of the sample as
well as information from other areas. Rather than using Nct

observations to estimate E[yct] as θ̂ct + γ̂ct, one uses Nc ob-
servations to estimate θ̂c and Nt observations to estimate γ̂t.
This implicit increase in sample size yields smaller gains as
the sample gets larger. Thus, one would expect this estimator
to work particularly well for particularly small populations.
Compared to simply pooling years, the estimator will yield
particularly large variance reductions when the variance of
γ̂ct is large relative to the variance of γ̂t, which will be the
case whenever (common) time-specific effects matter, but are
imprecisely estimated at the small area level.

Pooling years assumes that there are no time effects, but
the estimator above allows for shocks to the participation rate
that are common to all counties. Nevertheless, it still assumes
that there are no county specific time effects. This assump-
tion should be tested in the two-way ANOVA. It is violated,
for example, if there are county specific time trends in SNAP
receipt, which would cause bias. Yet, the estimator still im-
proves MSE relative to the direct survey estimator as long
as the squared bias is smaller than the reduction in variance,
i.e. when the variance of the county-specific shocks is small
relative to the variance of the sampling error, which seems
likely for short time periods such as the one considered here.
If the ANOVA indicates that time-effects may differ between
counties or to further increase accuracy one can model either
the cross-sectional or time-series variation better. A simple
way to do so is to incorporate covariates or allow for less
aggregated time effects. See e.g. Datta et al. (1999) for
more advanced methods to do so and Bollineni-Balabay et
al. (2016) for a specific application. Datta et al. (1999) also
derive the statistical properties of such more advanced meth-
ods. The fixed effects estimator is a standard OLS predictor,
so its bias, variance and MSE follow from standard results.

The second method combines survey data with informa-
tion on the same statistic for the entire population. It makes
use of the fact that government agencies often publish the
total number of recipients in the entire population, xct, but
usually do not provide these statistics for subpopulations, so
the researcher still has to estimate yct from survey data. The
second estimator uses the survey error for the entire popula-
tion xct − x̂ct to improve the precision of the estimate for the
subpopulation of interest. If sampling is not related to sub-
group membership, the fraction of subpopulation members
missed by the survey (i.e. “in xct − x̂ct”) is the same as the
fraction of subpopulation members among all recipients (in
county c at time t), denoted by fct.3 Thus, the expectation of
the sampling error in the survey estimate for the subpopula-
tion, yct − ŷct, conditional on the sampling error in the overall

population, xct − x̂ct, is E(yct − ŷct |xct − x̂ct) = fct[xct − x̂ct].
Therefore, the following population adjusted estimator may
yield efficiency gains:

ŷPA
ct = ŷct + f̂ct[xct − x̂ct] (3)

where f̂ct is an estimate of the fraction of recipients in the
subpopulation. The estimator is consistent as long as f̂ct

is consistent and becomes more efficient as the estimate of
fct becomes more precise. Thus, one may want to bor-
row strength across space and time to use the largest sam-
ple for which fct is constant to estimate it. Since the demo-
graphic characteristics of SNAP recipients vary substantially
between counties, but are relatively stable over short time pe-
riods, I estimate fct by pooling all years for county c. Thus, I
allow fct to vary between counties, but assume that it does not
change over time. One can use the more sophisticated mod-
els of time-series and cross-sectional variation cited above to
relax this assumption or increase accuracy further.

In addition to borrowing strength across time and space,
the population adjusted estimator uses information from ad-
ministrative data in a simple way. It is a form of a gener-
alized regression or calibration estimator (Deville & Särn-
dal, 1992; Kott, 2009), similar to the ratio estimators in,
for example, Harter, Macaluso, and Wolter (2005), Pfeffer-
mann (2002) and West (1983). It becomes a simple ratio
estimator, ŷct xct/x̂ct, if one estimates fct by ŷct/x̂ct, i.e. if one
does not exploit information from other areas or time peri-
ods to estimate fct. Zanutto and Zaslavsky (2002) also use
administrative data to improve small area estimates, but do
not use it as a constraint as the population adjusted estimator
does. The literature proposed several more advanced meth-
ods to improve small domain estimates by combining data
sources (e.g. Gee & Fisher, 2004; Kim, Park, & Kim, 2015;
Tarozzi & Deaton, 2009) or imposing aggregate constraints
(e.g. Pfeffermann & Tiller, 2006). Little (2012) specifically
mentions incorporating administrative aggregates to improve
small area estimates in a calibrated Bayes framework. One
can also view the population adjusted estimator as a simple
version of the method of moment estimator proposed by Im-
bens and Lancaster (1994) that imposes true total receipt as a
constraint. Using results from this literature on calibration
or method of moment estimators may also help to clarify
the statistical properties of the estimator in finite samples,
which are beyond the scope of this paper. The calibrated
Bayes framework Little (2012) discusses provides a general
framework to extend the methods and analyze their proper-
ties. If reliable measures of other related statistics, such as
poverty or unemployment rates, are available, using them in
a generalized method of moments estimator as in Imbens and
Lancaster (1994) can be used to further increase accuracy.

3That is, fct is the probability that a recipient from county c is
a subpopulation member, i.e. Pr(RS

it = 1|Rit = 1) for individuals in
county c.



184 NIKOLAS MITTAG

Harter, Macaluso, and Wolter (1999) examine several other
possible extensions.

The two sources of additional information also point to
circumstances in which the population adjusted estimator
should be attractive more generally. First, by using accu-
rate information on the total number of recipients, the pop-
ulation adjusted estimator estimates the fraction instead of
the number of recipients that are members of the subpopu-
lation. Thus, one may expect improved accuracy when the
estimate of the fraction is (relatively) more precise, such as
when the fraction of subpopulation members is close to 0.5.
Second, the population adjusted estimator uses a more pre-
cise estimate of fct. Thus, one would expect the population
adjusted estimator to work particularly well when borrowing
strength across time or space increases the precision of fct as
discussed above.

Taken together, one may expect the population adjusted
estimator to work well more generally for larger subpopula-
tions. Another common case in which one would expect the
population adjusted estimator to work well is when the size
of the overall population varies substantially across time or
space, but the composition in terms of the subpopulations of
interest is more stable. On the other hand, without any re-
strictions on the covariance of ŷct, x̂ct and f̂ct, the MSE of the
population adjusted estimator can be higher than the MSE
of the direct survey estimator even when both estimators are
consistent. The population adjusted estimator can also in-
crease MSE when its assumptions fail, i.e. if the estimate of
fct is biased or the administrative information on the overall
population size, xct, is wrong.

In addition to reducing sampling variation, the population
adjusted estimator can address other sources of survey error
such as underreporting. ŷPA

ct is consistent as long as the frac-
tion of recipients in the subpopulation from the survey is a
consistent estimator of the true fraction, i.e. as long as sur-
vey error does not differ systematically between the subpop-
ulation and the population overall. On the other hand, if the
coverage rates of the survey for the population (cx = E (x̂) /x)
and the subpopulation (cy = E (ŷ) /y) differ, f̂ct is inconsis-
tent and the estimator is biased. Such differences in cov-
erage rates could arise if one of the groups reports more
accurately. Even if it is inconsistent, the estimator still re-
duces bias if the coverage rate of the subpopulation is not too
much better than that of the overall population. In particu-
lar, if the survey underestimates receipt in the overall pop-
ulation (xct > E(x̂ct)), the estimator reduces bias as long as
f̃ct[xct − x̃ct] < 2[yct − ỹct].4 Re-arranging and using the defi-
nitions of fct and the coverage rates, this condition becomes

cy < 2
cx

cx + 1
(4)

when xct > E(x̂ct) and, analogously, when xct < E(x̂ct),

cy > 2
cx

cx + 1
.

These formulas show that if cy is too close to one5 relative to
cx, i.e. when the coverage of the subpopulation is too good
relative to the coverage of the overall population, this condi-
tion fails and the estimator overcorrects. Intuitively, the bias
reductions will be particularly large if the estimates for the
overall population and the subpopulation over- or underesti-
mate the statistic of interest by the same multiplicative factor,
i.e. coverage rates for the overall population and the subpop-
ulation are similar (cx ≈ cy). Since cx is simple to estimate in
practice, one can assess whether the estimator reduces bias if
information on the differences in coverage rates is available.

The population adjusted estimator is a non-linear com-
bination of estimated quantities, so estimating variance and
MSE using the delta method is complex. Re-writing the es-
timator as a method of moments estimator as in Imbens and
Lancaster (1994) makes it simple to obtain standard errors
even for stratified or non-iid samples. The moment condi-
tions for each county and year are

E
(
ỹPA

ct − ỹct − fc[xct − x̃ct]
)

= 0

E
(
ỹct − NctRS

it

)
= 0 (5)

E (x̃ct − NctRit) = 0

E
(

fc − RS
it |Rit = 1

)
= 0

where the first three moments are for the population in county
c at time t, while the fourth moment is for the population
from which one estimates fct, i.e. all years for county c
in the application here.6 Formulas for the standard errors
then follow from the method of moments formulas in Imbens
and Lancaster (1994) and are part of the standard output of
method of moment routines of many software packages.

3 Data

I use three data sources to evaluate the estimators: admin-
istrative micro data on SNAP recipients, ACS survey data
and aggregate data on SNAP receipt.

The administrative micro data are records of all SNAP
payments in NY from 2007 through 2012 provided by the
New York State Office of Temporary and Disability Assis-
tance (OTDA). The records are from actual payments and
contain identifiers for every individual on a SNAP case that
have been checked by OTDA against social security records.
The data appear to be accurate. For example, total payments
differ from official aggregate outlays by less than a percent

4The tilde in f̃ct, x̃ct and ỹct denotes the probability limit of the
corresponding estimate (to allow for cases where the limit differs
from the true value).

5In the extreme case where cy is on the other side of one, be-
cause the survey overestimates one population and underestimates
the other one, the condition never holds and the correction is in the
wrong direction.

6For other choices, the subscript of f should be modified.
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in all years. These data have been used in several papers that
discuss their accuracy further (e.g. Celhay, Meyer, & Mittag,
2017; Cerf Harris, 2014; Meyer & Mittag, 2019, forthcom-
ing; Scherpf, Newman, & Prell, 2014). The records also con-
tain simple demographic information that is rarely available
in administrative data. In particular, having information on
age, gender and addresses allows me to calculate the number
of female and elderly (defined as those 60 and older) recipi-
ents by county.7

The data contain the universe of recipients and appear very
accurate, so they provide me with a measure of “truth” for the
number of recipients in each county. Thus, researchers could
calculate the statistic of interest from these administrative
records directly, but such records are usually not available
to the public and are not required to implement the methods
discussed here. Access to these administrative records en-
ables me to evaluate the estimators described above by com-
paring the estimates to this standard of “truth”. In practice,
one would use only survey data (and aggregate statistics) to
implement the estimators I discuss.

The survey sample I use is the 2008-2012 ACS sample of
individuals in NY. The ACS is the largest US household sur-
vey, including approximately 2.5 percent of the population
each year. See U.S. Census Bureau (2014) for detailed in-
formation on survey design. The ACS is the most important
source of statistics for small geographies, because of its large
sample size. It collects detailed information on housing, in-
come and program receipt. This information is commonly
used to estimate statistics similar to the SNAP receipt rates
in the application below. Thus, similar problems and solu-
tions are likely to be of relevance more generally. Specifi-
cally, the sample for subpopulations in small areas is often
still too small to yield reliable estimates. The Census Bureau
recommends pooling multiple years of data when estimating
statistics for areas with less than 65,000 people (U.S. Cen-
sus Bureau, 2008). Thus, for about 75 percent of counties,
even the largest US survey does not provide precise annual
statistics for the whole population and hence much less so for
subpopulations. This problem is likely more severe in most
surveys, which typically collect smaller samples.

I use the internal ACS file that includes group quarters
and use sampling weights throughout, so the sample is rep-
resentative of the entire residential population in NY. Thus,
the recipients in my data are a sample from all SNAP recip-
ients, except for those who neither live in housing units nor
group quarters. They are a small fraction of recipients, such
as homeless recipients not living in temporary shelters.8 In
the absence of non-sampling error, the recipients in the sur-
vey would therefore be very close to a random sample from
the population of recipients in the administrative SNAP data.
Consequently, one can compare the survey estimates to the
totals from the administrative micro data to evaluate the esti-
mators.

In order to further improve comparability of the survey
estimates and the totals from the administrative data, I link
the administrative records to the survey data at the individ-
ual level. I then replace the survey response on SNAP re-
ceipt by the administrative measure. While one would usu-
ally have to rely on survey reports, using the linked adminis-
trative measure makes the evaluation cleaner by abstracting
from sources of non-sampling error such as misreporting or
non-response, which often loom large in survey data on in-
come and transfer programs. The ability of the estimators
to address such non-sampling error depends on the nature of
this error and hence the survey at hand. Therefore, drawing
general conclusions about their performance in the presence
of non-sampling error is difficult. Linking the data provides
me with the exact same measure for the ACS and the entire
population and thereby provides a cleaner comparison of the
ability of the estimators to reduce sampling variation.

The ACS data are linked to the administrative records de-
scribed above using the Person Identification Validation Sys-
tem (PVS) of the U.S. Census Bureau. See Wagner and
Layne (2014) for a detailed description. In short, the PVS
uses the person data (such as address, name, gender, and date
of birth) from the administrative records and survey data to
find a matching record in a reference file that contains all
transactions recorded against a social security number. If
a matching record is found, the transformed social security
number (PIK) of the record from the reference file is attached
to the corresponding records in the data. A PIK is obtained
for over 99 percent of the administrative records and 89 per-
cent of individuals in the ACS. I adjust the ACS sampling
weights using inverse probability weighting (Wooldridge,
2007) to address the issue of missing PIKs in the survey.9

The coefficients of the Probit model I use to predict these
probabilities are reported in Appendix Table A1.

The accuracy of the linked data appears to be high, as fur-
ther discussed in Celhay et al. (2017) and Meyer and Mit-
tag (2019, forthcoming). Using the linked administrative
measure instead of survey reports addresses both misreport-
ing and non-response, since recipiency status is accurately

7The data are likely to contain a small number of errors due to
misreported addresses or mobility. These errors should be negligi-
ble relative to the sampling variation of all estimators, particularly
for the information on the county of residence, which is important
for administrative purposes, as it needs to match the county of the
responsible SNAP office. Comparing the county in the address with
the information on the responsible SNAP office confirms the accu-
racy of the data.

8I exclude them from the administrative data as far as possible,
but the population excluded from he ACS is not cleanly identified in
the administrative data. Both the share of the individuals I exclude
and those not covered by the ACS by design are too small to affect
any conclusions substantively.

9Only few PIKs are missing in the administrative data, so I do
not attempt to adjust for this problem.
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recorded for all linked individuals. The administrative mea-
sure is also not affected by post-processing and imputation.
Yet, it may still differ from administrative totals due to cov-
erage and linkage errors. Thus, the administrative measure
in the linked data is not free of error, but it should isolate
sampling error as much as possible. The previous literature
(see e.g. Meyer, Mittag, & Goerge, 2018) provides evidence
that errors from imperfect linkage are likely to be small com-
pared to errors in survey reports. Nonetheless, the estimate
of the total number of recipients in NY from the linked data
falls short of the total number in the administrative data by
11 percent. This difference is likely to be a combination of
sampling variation at the state level, failure to link some in-
dividuals (e.g. those moved out of state) and undercoverage
of the ACS. Most survey data suffer from similar or worse
problems and the estimators, particularly the population ad-
justed estimator may improve this problem. Thus, I compare
unadjusted results in order to assess how well the estimators
work with contaminated data. To focus on the ability of the
estimators to reduce sampling variation, I also scale up the
county level estimates so that their annual sum matches the
state total. This benchmarking reduces the non-sampling er-
ror due to the differences in the data for the entire state.

The population adjusted estimator additionally uses ag-
gregate information on total receipt in the overall population,
which is often known even for small areas. For SNAP, annual
total receipt by county is published by the US Department of
Agriculture (USDA). In the application below, I use total re-
ceipt from the administrative micro data instead of the BEA
numbers to make definitions more comparable.10 As is often
the case, the USDA provides statistics for the overall popu-
lation, but not for any subpopulations. Thus, researchers and
policy makers interested in receipt rates of subpopulations,
such as the elderly, have to rely on other sources, such as
survey data.

4 Results

I use the estimators above and the 2008-2012 linked ACS
data to obtain annual estimates of the total number of female
and elderly recipients for 61 counties in NY.11 Table 1 reports
measures of how these estimates differ from the true number
of female and elderly recipients according to the administra-
tive micro data.12 To put the magnitudes in context, the first
row provides the average number of recipients per county
according to each estimator. The second row reports the per-
centage difference between the estimated and the adminis-
trative total for the entire state as a measure of how survey
and administrative data differ overall. The remaining rows
contain root mean square error (RMSE) and mean absolute
deviation (MAD) as measures of county-level error in the es-
timates. RMSE is defined as

√
N−1 ∑

(ŷct − yct)2 and MAD
as N−1 ∑

|ŷct − yct |, where N denotes the number of county-
year estimates and the sum is taken over these estimates. The

table also provides these measures in percent of the error of
the direct survey estimates for comparison.

In order to abstract from differences between the adminis-
trative and the survey data for the entire state, the lower part
of Table 1 scales county-year estimates up to match the num-
ber of recipients in the subpopulation for the entire state.13

Comparing the top and bottom panels of table 1 shows that
this simple benchmarking to state totals substantially im-
proves accuracy. This rescaling is only feasible if the statis-
tic of interest is available for the subpopulation in a larger
area. To be unbiased, it requires the survey errors to be ran-
domly distributed across counties. Both the source of errors
and the results suggest that this assumption is a reasonable
approximation here. Nevertheless, this condition and hence
that scaling up results reduces error may not generalize.

Since survey totals often differ from the true totals for rea-
sons other than sampling variation, the unscaled results ar-
guably resemble a typical application more closely and al-
low me to evaluate the potential of the estimators to address
non-sampling error. Even so, non-sampling error likely dif-
fers between surveys, so it is not clear whether these findings
generalize. The scaled up results isolate sampling error bet-
ter, so they are more indicative of the capacity of the estima-
tors to reduce it. Sampling error does not differ qualitatively
between surveys, so findings from the rescaled results should
be more likely to generalize.

The second row of table 1 confirms that the population
adjusted estimator in column 3 and 6 can reduce bias, but
will not always do so. The results for females in column 3
show that the population adjusted estimator can reduce non-
sampling error, as it cuts bias by 70 percent. For the elderly,
bias slightly increases compared to the direct survey estima-
tor. In both cases the difference switches signs, i.e. contrary
to the direct survey estimator, the population adjusted estima-
tor overstates the number of recipients. As section 2 shows,
this implies that the survey captures both subpopulations bet-
ter than the general population. The fixed effects estimator in
column 2 and 5 does not significantly affect the difference to

10The official statistics are similar, but report average monthly
receipt rather than the more common survey definition of receipt at
any time in the past 12 months.

11The ACS sample for Hamilton county is too small to allow dis-
closure of county-level estimates, so I pool Herkimer and Hamilton
county throughout, making it 61 estimates for 62 counties. For the
elderly, sample sizes for Seneca and Orleans prevented disclosure
of the county totals for 2010. While these counties were included
in the estimation, they are excluded from the results for the elderly
reported here.

12Full tables with estimates by county by year are available in a
web appendix.

13This benchmarking method is very simple, see Pfeffermann
(2013) for a discussion of more sophisticated benchmarking meth-
ods, which would likely reduce the variance of all three estimators.
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Table 1
Comparing Estimators for Subpopulations – Female and Elderly SNAP Recipients

Females Elderly

Direct Fixed Pop. Direct Fixed Pop.
Estimator Survey Effects Adjusted Survey Effects Adjusted

Av. Recipients per County 27, 144 27, 238 30, 578 7, 349 7, 417 8, 335
Difference to Admin. Total (%) −9 −9 3 −6 −5 7
Root Mean Squared Error 8, 168 6, 916 2, 711 2, 298 1, 921 1, 694
. . . in % of Direct Est. - 85 33 - 84 74
Mean Absolute Deviation 3, 211 2, 960 1, 061 862 640 778
. . . in % of Direct Est. - 92 33 - 74 90

Rescaled to Match State Total
Root Mean Squared Error 5, 983 4, 930 1, 371 1, 465 776 1, 051
. . . in % of Direct Est. - 82 23 - 53 72
Mean Absolute Deviation 656 354 542 2, 339 1, 754 701
. . . in % of Direct Est. - 75 30 - 54 83

Note: All statistics based on annual total recipients per county from the 2008-2012 ACS linked to NY OTDA records. El-
derly are those 60 and over. RMSE and MAD calculated from differences to county totals from the administrative microdata.
For the rescaled statistics, the annual county totals are multiplied by the ratio of the true to the estimated state total for the
corresponding year and estimator.

state totals.14 The finding that the fixed effects estimator does
not improve bias from non-sampling sources is likely to hold
more generally, because this estimator does not incorporate
any information besides the survey data.

The remaining rows of table 1 show that both estimators
substantially reduce error. They improve both measures of
error in the unscaled and rescaled results for both subpop-
ulations. For females, the fixed effects estimator reduces
RMSE and MAD by 8 to 25 percent compared to the direct
survey estimator. Error reductions are much larger for the
population adjusted estimator at 67 to 77 percent. For the
elderly, the fixed effects estimator yields larger error reduc-
tions, sometimes cutting average error almost in half. Here,
it performs better or on par with the population adjusted es-
timator, which is in line with the arguments from section 2
that the fixed effects estimator should yield larger error re-
ductions compared to the alternatives when the annual sam-
ples are particularly small. The larger bias of the population
adjusted estimator for the elderly may further contribute to
the better relative performance of the fixed effects estimator
for the elderly.

To further examine the reasons for the relative difference
in performance and thereby the conditions under which each
estimator is preferable, table 2 reports the same measures of
error separately by county size. The upper panel contains
error measures for the estimates where the population of in-
terest is below the median populations size, the lower panel
reports the same measures for the estimates with above me-
dian population sizes. For females, the population adjusted
estimator still performs better than the fixed effects estimator

regardless of population size. For the elderly, the fixed ef-
fects estimator still performs better. The population adjusted
estimator actually performs worse than the direct survey es-
timator for the elderly for small populations when the results
are not rescaled. The error reduction from rescaling shows
that the performance of the population adjusted estimator is
affected by the bias, but this is not the main cause of the
difference in performance. Rather, comparing the error re-
ductions relative to the direct survey estimate shows that the
error reductions of the fixed effects estimator are larger for
the smaller counties in the top panel of table 2 in all cases.
For the population adjusted estimator, error reductions are
larger for the larger counties in the bottom panel of table 2
in all cases.

Consequently, these results confirm that the fixed effects
estimator is attractive when the samples are particularly
small and the main concern is sampling variation rather than
other sources of survey error. As discussed in section 2,
one may expect this advantage to hold more generally, sim-
ply because additional observations reduce variance more in
small samples. Even so, the fixed effects estimator requires
repeated cross-sections of the survey. If there are county-
specific time effects (which is testable), it may be biased or
even perform worse than the direct survey estimator. The
population adjusted estimator can yield larger error reduc-
tions when the statistic of interest is known for the over-

14Aggregate totals for the fixed effects estimator only differ from
those implied by the survey because I use population counts by
county from official sources rather than those implied by the survey
data.
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Table 2
Comparing Estimators by Population Size

Females Elderly

Direct Fixed Pop. Direct Fixed Pop.
Estimator Survey Effects Adjusted Survey Effects Adjusted

Smaller Counties
Av. Recipients per County 3, 552 3, 565 4, 170 755 761 897
Difference to Admin. Total (%) −13 −13 2 −8 −7 10
Root Mean Squared Error 940 679 363 264 127 299
. . . in % of Direct Est. - 72 39 - 48 113
Mean Absolute Deviation 716 563 286 215 100 230
. . . in % of Direct Est. - 79 40 - 47 107

Rescaled to Match State Total
Root Mean Squared Error 844 503 345 270 118 270
. . . in % of Direct Est. - 60 41 - 44 100
Mean Absolute Deviation 659 388 276 217 91 208
. . . in % of Direct Est. - 59 42 - 42 96

Larger Counties
Av. Recipients per County 51, 523 51, 701 57, 866 14, 164 14, 297 16, 024
Difference to Admin. Total (%) −9 −8 3 −6 −5 7
Root Mean Squared Error 11, 609 9, 837 3, 848 3, 265 2, 737 2, 397
. . . in % of Direct Est. - 85 33 - 84 73
Mean Absolute Deviation 5, 790 5, 438 1, 862 1, 531 1, 199 1, 345
. . . in % of Direct Est. - 94 32 - 78 88

Rescaled to Match State Total
Root Mean Squared Error 8, 488 7, 011 1, 923 2, 071 1, 100 1, 473
. . . in % of Direct Est. - 83 23 - 53 71
Mean Absolute Deviation 4, 076 3, 166 1, 140 1, 110 627 887
. . . in % of Direct Est. - 78 28 - 56 80

Note: All statistics based on annual total recipients per county from the 2008–2012 ACS linked to NY OTDA records. Elderly
are those 60 and over. County-year estimates are split into a smaller group (top panel) and a larger group (bottom panel) by the
size of the population of interest (according to the administrative data). RMSE and MAD calculated from differences to county
totals from the administrative microdata. For the rescaled statistics, the annual county totals are multiplied by the ratio of the
true to the estimated state total for the corresponding year and estimator.

all population. Its advantage vanishes for particularly small
populations, which likely generalizes to other cases in which
estimation noise is dominated by the error in f , as discussed
in section 2. The advantage is pronounced for females, where
the estimator also substantially reduces bias, which suggests
that the population adjusted estimator performs particularly
well when survey errors other than sampling error are a con-
cern. The estimator improves such non-sampling error when
the survey coverage rates of the overall and the subpopula-
tion are similar (as defined in section 2). Such improvements
likely arise more generally when survey errors do not depend
on subpopulation status, but the population adjusted estima-
tor can perform worse than the direct survey estimates when
survey error differs between the subpopulation and the over-
all population in specific ways.

Overall, the empirical analysis underlines that even simple

data combination methods can improve precision, sometimes
dramatically so, compared to the commonly used direct sur-
vey estimates. Both estimators can yield large error reduc-
tions and the results provide evidence on the conditions un-
der which each estimator performs well. These conditions
are straightforward and can often be assesses empirically.
More advanced methods (e.g. Datta et al., 1999; You, 2008)
and more sophisticated applications, such as the ones by the
U.S. Census Bureau (Bauder et al., 2018; Luery, 2010) and
Statistics Netherlands (Bollineni-Balabay et al., 2016; van
den Brakel & Krieg, 2016), provide ample ways to relax as-
sumptions or further increase accuracy.
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5 Conclusions

This report discusses and evaluates two simple methods to
estimate official statistics for small subpopulations. I use ad-
ministrative SNAP records and administrative records linked
to survey data to evaluate these methods, but implement-
ing them in practice only requires survey data and aggre-
gate statistics. I find that both estimators improve over the
commonly used direct survey estimates in an application to
SNAP receipt.

In combination with known properties of the estimators,
the results suggest conditions under which the improvements
generalize. Thereby, they can guide practitioners in choos-
ing an estimator. The fixed effects estimator is especially at-
tractive when the samples are particularly small. It performs
well when the main concern is sampling variation rather than
other types of survey error. The population adjusted estima-
tor yields large error reductions, making it appealing when
the statistic of interest is available for the entire population.
It becomes less appealing relative to the fixed effects estima-
tor as the population of interest becomes smaller. Contrary
to the fixed effects estimator, the population adjusted estima-
tor can also mitigate other sources of survey error, such as
misreporting or non-response, but it can also increase error.
Improvements are likely if the errors are similar in the sub-
population of interest and the overall population. This advan-
tage will be particularly pronounced if the coverage rates of
the overall and the subpopulation are similar, but differ from
one. Section 2 provides precise conditions that can often be
assessed empirically.

The literature provides many potential ways to relax as-
sumptions or better model the dependence of the effects
across space or time as discussed in section 2. For example,
one could allow the time-specific effects to depend on covari-
ates such as local unemployment rates or model their time-
series properties. Both estimators could also be improved
by pooling areas or time periods optimally, potentially us-
ing machine learning methods as in Bonhomme and Manresa
(2015) or Athey and Imbens (2016). For the fixed effects es-
timator, one could pool areas or time periods for which the
fixed effects do not differ. For the population adjusted esti-
mator, accuracy could be improved further by estimating fct

from the largest samples for which the fraction of recipients
in the subpopulation is constant. One could also use these
methods to find county groups with common time specific
effects to relax the assumption of the fixed effects estimator
that these shocks are common to all areas.

In conclusion, even these two simple data combination es-
timators can yield sizable error reductions. The conditions
under which these two estimators or more complex methods
are desirable depend on the application at hand. Both the
theoretical and the empirical analyses emphasize conditions
under which each estimator performs well that can be as-
sessed empirically. Thereby, they provide practical guidance

when choosing an estimator and underline that it is feasible
to improve the accuracy of direct survey estimates of official
statistics for small subpopulations in practice.
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Table A1
The Determinants of an Individual Having a PIK, Probit Coefficients

2008 2009 2010 2011 2012

Coef. SE Coef. SE Coef. SE Coef. SE Coef. SE

HH Type: Multiple Adults −0.012 0.012 −0.046 0.012 −0.001 0.012 −0.033 0.012 0.034 0.012
Non-Farm Household −0.114 0.016 −0.183 0.016 −0.168 0.017 −0.291 0.016 −0.250 0.015
Group Quarter −0.080 0.050 −0.115 0.041 0.090 0.049 −0.802 0.042 −0.902 0.041
Child Under 6 Present 0.007 0.016 −0.012 0.015 0.060 0.017 0.004 0.016 −0.010 0.016
Child Aged 6-17 Present 0.091 0.012 0.136 0.011 0.077 0.012 0.062 0.012 0.071 0.012
Age 16-29 −0.051 0.014 −0.106 0.013 −0.055 0.014 −0.118 0.014 −0.068 0.014
Age 30-39 −0.051 0.016 −0.070 0.016 −0.045 0.017 −0.059 0.017 −0.064 0.016
Age 50-59 0.095 0.017 0.100 0.016 0.049 0.017 0.081 0.017 0.043 0.016
Age 60-69 0.150 0.019 0.152 0.019 0.053 0.020 0.112 0.020 0.094 0.019
Age 70 or More 0.173 0.020 0.233 0.020 0.085 0.021 0.132 0.022 0.130 0.020
HHlder: Less Than HS −0.075 0.017 −0.049 0.016 −0.072 0.017 −0.017 0.017 −0.053 0.016
HHlder: HS Graduate −0.064 0.015 −0.074 0.014 −0.043 0.015 −0.070 0.015 −0.054 0.014
HHlder: Graduate Degree −0.025 0.016 0.005 0.015 −0.045 0.016 −0.021 0.016 −0.038 0.015
Less Than HS −0.021 0.017 −0.050 0.016 −0.035 0.018 −0.059 0.017 0.000 0.016
HS Graduate −0.060 0.017 −0.067 0.016 −0.068 0.017 −0.089 0.017 −0.046 0.016
Graduate Degree 0.033 0.018 0.008 0.018 0.039 0.019 −0.014 0.019 0.036 0.018
Currently in School/OOU −0.035 0.029 −0.482 0.026 −0.121 0.030 −0.277 0.028 −0.069 0.029
Race: White −0.074 0.032 −0.055 0.032 −0.148 0.031 0.006 0.028 −0.003 0.027
Race: Black −0.105 0.034 −0.090 0.033 −0.128 0.033 −0.034 0.029 0.025 0.028
Race: AI or AN −0.312 0.074 −0.204 0.076 −0.280 0.074 −0.173 0.070 0.002 0.066
Race: Asian −0.115 0.036 −0.152 0.036 −0.224 0.035 −0.084 0.032 −0.047 0.031
Race: Other 0.038 0.036 0.044 0.035 −0.055 0.035 0.003 0.031 −0.014 0.030
Hispanic 0.015 0.016 −0.032 0.016 0.017 0.017 0.034 0.017 0.028 0.016
Not Working This Year −0.221 0.015 −0.176 0.014 −0.160 0.015 −0.138 0.015 −0.165 0.014
Full-Time Employed −0.076 0.014 −0.048 0.014 −0.100 0.015 −0.082 0.015 −0.087 0.014
HHlder: Non-Citizen −0.205 0.017 −0.185 0.017 −0.124 0.017 −0.143 0.017 −0.268 0.016
Non-Citizen −0.511 0.018 −0.581 0.018 −0.396 0.019 −0.440 0.018 −0.339 0.017
HH in Poverty −0.059 0.015 −0.077 0.014 −0.058 0.015 −0.083 0.014 −0.047 0.014
Income 100 - 130% of FPL 0.029 0.021 −0.020 0.020 −0.034 0.021 −0.021 0.020 0.029 0.020
Income 130 - 200% of FPL −0.105 0.014 −0.059 0.014 −0.025 0.015 −0.020 0.015 −0.002 0.014
Poverty Status Missing −0.012 0.051 0.032 0.045 −0.050 0.050 −0.090 0.046 0.099 0.045
Only English Spoken in HH 0.138 0.012 0.080 0.012 0.102 0.013 0.084 0.013 0.106 0.012
Speaks Poor English −0.315 0.018 −0.323 0.018 −0.265 0.018 −0.248 0.018 −0.199 0.017
Disabled Present in HH 0.049 0.014 0.045 0.014 0.067 0.015 0.030 0.015 0.049 0.014
Disabled 0.124 0.020 0.141 0.020 0.144 0.022 0.150 0.021 0.147 0.020
Rural −0.015 0.013 0.017 0.013 0.043 0.015 0.060 0.014 0.074 0.014
Interview Mode: Mail 0.911 0.010 0.902 0.010 0.955 0.011 0.911 0.011 0.931 0.010
Interview Mode: CATI −0.131 0.012 −0.032 0.011 −0.150 0.012 −0.032 0.012 −0.065 0.012
Constant 1.170 0.040 1.153 0.039 1.362 0.039 1.276 0.036 1.159 0.034

Number of Observations 276,146 276,304 276,002 317,085 337,161

Notes: All analyses use individual weights. The omitted categories are: Single-Adult HH (HH type), 40-49 (Age), Some College (Educa-
tion), Multiple (Race), Part-time (Employment), >200% FPL (Income), CAPI (Interview Mode).
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