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How to achieve survey representativeness is a controversially debated issue in the field of
survey methodology. Common questions include whether probability-based samples produce
more representative data than nonprobability samples, whether the response rate determines the
overall degree of survey representativeness, and which survey modes are effective in generating
highly representative data. This meta-analysis contributes to this debate by synthesizing and
analyzing the literature on two common measures of survey representativeness (R-Indicators
and descriptive benchmark comparisons). Our findings indicate that probability-based sam-
ples (compared to nonprobability samples), mixed-mode surveys (compared to single-mode
surveys), and other-than-Web modes (compared to Web surveys) are more representative, re-
spectively. In addition, we find that there is a positive association between representativeness
and the response rate. Furthermore, we identify significant gaps in the research literature that
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we hope might encourage further research in this area.
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1 Background and Aims

One of the most important questions in the research field
of survey methodology is how to collect high quality survey
data that can be used to draw inferences to a broader popu-
lation. Extensive research has been conducted from different
angles, often creating an ambiguous picture of whether and
how a specific survey characteristic might help or hurt in the
pursuit of reaching high survey quality. An example is the
current debate around the representativeness of probability-
based surveys versus nonprobability surveys, where propo-
nents and opponents of each approach provide new find-
ings on a regular basis. Some of these studies suggest that
probability-based surveys are more accurate than nonprob-
ability surveys (e.g. Chang & Krosnick, 2009; Loosveldt
& Sonck, 2008; Malhotra & Krosnick, 2007; Yeager et
al., 2011). Other studies demonstrate that nonprobability
surveys are as accurate as or even more accurate than the
probability-based surveys (e.g. Gelman, Goel, Rothschild, &
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Wang, 2017; Wang, Rothschild, Goel, & Gelman, 2015).

Another example of a scientific discussion in the survey
methodological community is the question of whether the
response rate can be used as a representativeness indicator.
Even though meta-analytic research shows that the response
rate is only weakly associated with nonresponse bias (Groves
et al., 2008; Groves & Peytcheva, 2008) the debate about
how to stop the decrease in response rates goes on (e.g. Brick
& Williams, 2013; de Leeuw & de Heer, 2002). Another
topic continuously investigated in survey methodological re-
search with seemingly contradictory findings is which survey
mode and which mode combinations yield the most repre-
sentative data (e.g. Luiten & Schouten, 2012)). Based on a
systematic review summarizing the available meta-analytic
evidence about mode effects and mixed-mode effects on rep-
resentativeness, Bosnjak (2017, p. 22) concludes: “there is
a lack of meta-analytic studies on the impact of (mixing)
modes on estimates of biases in terms of measurement and
representation, not just on proxy variables or partial elements
of bias, such as response rates.”

In light of the extensive research on different aspects of
survey representativeness that partly leads to seemingly con-
tradictory findings, the overall aims of this paper are to iden-
tify and systematically synthesize the existing literature on
survey representativeness, and to answer the question if, and
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to what extent, specific survey characteristics are associated
with survey representativeness. Before we develop the spe-
cific research question and hypotheses of this study, we de-
fine the scope by specifying the two survey representative-
ness concepts considered.

2 Survey Representativeness Concepts

Survey representativeness is an ambiguous and controver-
sial term. In survey methodology, it most commonly refers
to the success of survey estimates to mirror “true” parame-
ters of a target population (see Kruskal and Mosteller, 1979a,
1979b, 1979c¢ for this and other definitions of the concept of
representativeness). The fact that a survey can be representa-
tive regarding the variables of interest to one researcher, and
misrepresent the variables of interest to another researcher at
the same time, adds to the vagueness of the concept of a gen-
erally representative survey. Since some researchers reject
the term “representativeness” entirely (e.g. Rendtel & Pot-
ter, 1992; Schnell, 1993), research on the subject frequently
emerges under the keywords “accuracy” or “data quality”
in general (e.g. Malhotra & Krosnick, 2007; Yeager et al.,
2011). Other researchers still use the term “representative-
ness” (e.g. Chang & Krosnick, 2009) or “representativity”
(e.g. Bethlehem, Cobben, & Schouten, 2011). From a to-
tal survey error perspective, survey non-representativeness
encompasses the errors of nonobservation: coverage er-
ror, sampling error, nonresponse error, and adjustment error
(Groves et al., 2004; Groves & Lyberg, 2010).

Because of its ambiguity, there are various operationaliza-
tions of survey representativeness. Two common approaches
prevail; each is associated with specific advantages and dis-
advantages. The first approach is to compare the survey
response set to the target population in question. This is
mostly done by using benchmark comparisons, estimating
the absolute bias. For this type of representativeness mea-
sure, it is necessary to assume that the benchmark to which
the response set is compared is unbiased and reflects the
“true” values of the target population. Therefore, these rep-
resentativeness assessments are mostly conducted on socio-
demographic characteristics only (e.g. Keeter, Miller, Kohut,
Groves, & Presser, 2000; Wozniak, 2016). The goal is in
many cases to show whether a specific data source is trust-
worthy and can therefore be used to answer a substantive
research question, for example on health (Potthoff, Heine-
mann, & Giither, 2004) road safety (Goldenbeld & de Craen,
2013) or religion and ethnicity (Emerson, Sikkink, & James,
2010).

The other approach to operationalizing the concept of rep-
resentativeness is to compare the survey response set to the
gross sample including respondents as well as nonrespon-
dents. This allows the inclusion of a much broader set of
variables in the assessment compared to the absolute bias
measure. For instance, data from the sampling frame, field-

work, and from data linkage can be used for the represen-
tativeness assessment. Examples of such measures include
R-Indicators (Schouten, Cobben, & Bethlehem, 2009), bal-
ance and distance measures (Lundquist & Sérndal, 2012),
and Fractions of Missing Information (Wagner, 2010). How-
ever, since only those characteristics can be assessed that are
available for respondents as well as for nonrespondents, data
availability is an issue also for measures operationalizing this
approach. In addition, the underlying assumption is that if
the response set perfectly reflects the gross sample, including
both respondents and nonrespondents, this constitutes a rep-
resentative survey. This assumption leaves out the fact that
the sample might already be biased compared to the target
population due to coverage error and sampling error. There-
fore, these measures operationalizing the second approach to
representativeness are — technically speaking — nonresponse
bias measures (Wagner, 2012).

Because there is no agreed-upon measure of survey rep-
resentativeness, we focus on two conceptualizations that
are common in the survey methodological literature. First,
we investigate R-Indicators that assess representativeness
by comparing respondents to the gross sample of a survey,
which includes respondents as well as nonrespondents. Sec-
ond, we examine descriptive benchmark comparisons that
measure survey representativeness by comparing respondent
characteristics to an external benchmark that is supposed to
reflect the characteristics of the target population.

3 Conceptual development of research question and
expectations

In this paper, we assess whether there is an association be-
tween survey characteristics and the reported degree of rep-
resentativeness of a survey. We focus on a selection of survey
characteristics that are commonly considered to affect survey
representativeness in the current research literature and for
which we could gather sufficient information during the data
extraction process. Specifically, we expect that the following
five survey characteristics are associated with the reported
degree of representativeness: probability surveys versus non-
probability surveys, response rates, mixed-mode surveys ver-
sus single-mode surveys, web surveys versus single-mode
surveys, and the number of auxiliary variables (i.e., data that
is available for respondents as well as nonrespondents) used
in the representativeness assessments. In the following, we
describe our expectations for each survey characteristic con-
sidered in more detail. These associations should hold re-
gardless of whether representativeness is operationalized us-
ing R-Indicators (an indicator based on response propensity
models using auxiliary data; see section 4.3.1 in this paper
for more details) or descriptive benchmark comparisons.
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3.1 Probability surveys versus nonprobability surveys

Probability sampling theory states that valid inference and
the assessment of an estimate’s uncertainty can only be guar-
anteed by random selection of units of analysis from an accu-
rate sampling frame (e.g. Kish, 1965; Lohr, 2010). Some re-
searchers have, however, suggested that true probability sam-
ple surveys of the population do not exist in practice due to
non-random survey nonresponse (e.g. Gelman et al., 2017).

Over the last decades, the number of nonprobability sur-
veys, especially commercial opt-in online panels, has in-
creased immensely. Their advantages include that they are
fast and relatively cheap. Furthermore, they often reach
high numbers of respondents (e.g. Bethlehem & Biffignandi,
2012). They also often have respondent pools containing
millions of people, sometimes even across several countries,
as for instance Google 360!, Research Now?, Omnirussia®,
or Toluna*. In many cases, little information is available on
how these nonprobability panels recruit people, how many
people are in their respondent pool, how they sample from
the respondent pool to conduct an individual survey, and
how many people in their respondent pool are actually ac-
tive, i.e. respond to survey requests regularly. Furthermore,
it has been observed that active panelists often participate in
multiple non-probability panels (e.g. Tourangeau, Conrad, &
Couper, 2013; Vonk, van Ossenbruggen, & Willems, 2006),
especially since there are databases that contain many opt-
in panels from which people who would like to earn money
by completing surveys can choose as many panels as they
like (e.g., www.umfragenplatz.de; https://www.mysurvey.
com/www.mysurvey.com/www.mysurvey.com/). In addi-
tion, a Google search performed in July 2017 for the term
“money for surveys™ yielded 180.000 hits and the applica-
tion Google Opinion Rewards, that offers Google Play credit
in return for answering surveys, has been downloaded 10
million times on Android devices across the world (accord-
ing to the information available in the Google Play Store?).
People who actively participate in several panels are, how-
ever, suspected of satisficing and even forging data to in-
crease their financial rewards (e.g. Toepoel, Das, & van
Soest, 2008; Yan & Tourangeau, 2008).

There is evidence that nonprobability survey respondents
are a highly selective subgroup of the general population
(e.g. Yeager et al., 2011). This is because people who re-
cruit themselves by reacting to survey advertisements, which
are a common way of nonprobability survey recruitment, are
likely to attract people with specific profiles in terms of de-
mographics, personality, values, and habits. For instance,
people who frequently use the Internet are more likely to
be exposed to commercials and advertisements (e.g. OECD,
2014). In addition, previous research indicates that non-
probability survey participants show higher political knowl-
edge and engagement (e.g. Chang & Krosnick, 2009; Duffy,
Smith, Terhanian, & Bremer, 2005) and that they are un-

likely to be older than 65 (e.g. Loosveldt & Sonck, 2008).
We expect the self-recruitment procedure to negatively affect
the representativeness of nonprobability survey data, even
though there is some contradicting evidence (e.g. Gelman et
al., 2017; Wang et al., 2015). Still, our first hypothesis is:

H1: Probability surveys are more representative than non-
probability surveys.

3.2 Response rates

Declining response rates are a widely-discussed issue in
the survey methodological literature. In the German gen-
eral social survey ALLBUS, for instance, response rates have
been decreasing from 54% in 1994 to 38% in 2012 (Blohm
& Koch, 2015). Similarly, Curtin, Presser, and Singer (2005)
find a response rate decline of about one percentage point per
year in the University of Michigan Survey of Consumer Atti-
tudes. These findings are in accordance with earlier research
on declining response rates (e.g., the international compar-
ative study on household survey nonresponse by de Leeuw
and de Heer, 2002). If less people participate in a survey, the
risk of nonresponse bias increases (Bethlehem et al., 2011).
This can be deduced from the well-known expression for
nonresponse bias:

Bias(r) = o (¥, ~ 7.) 1)

“where Bias(y,) = the nonresponse bias of the unadjusted re-
spondent mean; y, = the unadjusted mean of the respondents
in a sample of the target population; ¥,= the mean of the
respondents in the target population; ¥,, = the mean of the
nonrespondents in the target population; M = the number of
nonrespondents in the target population; and N = the total
number in the target population”(Groves, 2006: 648).

A difficulty with regard to response rates is that they are
not always computed in the same way; for an overview,
see e.g., American Association for Public Opinion Research
(2016). In the scientific literature, it often remains unclear
how exactly the response rates were calculated. This is espe-
cially true for the nonprobability surveys that usually provide
participation rates where the number of the survey respon-
dents is divided by the number of the invited members of

Thttps://www.google.com/insights/consumersurveys/
homewww.google.com/insights/consumersurveys/home

Zhttps://www.researchnow.com/
audiences-data-collection/www.researchnow.com/
audiences-data-collection/

3http://www.omirussia.ru/en/online_panels/consumer_panels/
#consumerwww.omirussia.ru/en/online_panels/consumer_panels/
#consumer

4www.toluna-group.com/de/umfrage-plattform/
toluna-samplexpress-
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the respondent pool instead of dividing the number of survey
respondents by the number of persons in a sample, which
is more common in the computation of probability surveys.
In the literature, these participation rates are often termed
response rates although the AAPOR Task Force on Non-
Probability Sampling, in an attempt to avoid confusion, rec-
ommends not calling these participation rates response rates
(Baker et al., 2013).

Response rates are often reported as an indicator of non-
response bias. It is, however, not necessarily true that high
response rates lead to high degrees of survey representa-
tiveness. Indeed, the association between the response rate
and nonresponse bias has been found to be small (Groves
& Peytcheva, 2008). While it is true that the response rate
places an upper bound on the potential nonresponse bias
(Bethlehem et al., 2011), surveys with high response rates
can still be heavily biased if the small number of nonre-
spondents systematically differs from the respondents. Con-
versely, surveys with relatively low response rates can accu-
rately reflect population properties if the set of respondents
only randomly varies compared to the set of nonrespondents.

Because the response rate places an upper bound on the
potential nonresponse bias and because the response rate is
often considered to be an indicator of the general quality of
the survey data, we expect that surveys with high response
rates more often achieve high degrees of representativeness.
Therefore, our second hypothesis is:

H2: There is a positive association between the response
rate and the measured degree of representativeness.

3.3 Mixed-mode surveys versus single-mode surveys

Mixed-mode surveys apply two or more modes of data
collection (e.g Dillman, 2008). Reasons for using multi-
ple modes are diverse. One reason is that offline survey
costs can be decreased by adding a web survey version (e.g
Couper, Kapteyn, Schonlau, & Winter, 2007; Jickle, Lynn,
& & Burton, 2013). Another reason is that with different
modes it is sometimes possible to reach a more diverse set of
people and thereby survey representativeness increases (e.g
Klausch, Hox, & Schouten, 2015; Lugtig, Lensvelt-Mulders,
Frerichs, & Greven, 2011).

Mixed-mode survey designs vary in their purpose and type
of implementation. Some surveys offer all respondents an
option to choose their favorite mode from the onset (e.g
Bosnjak, 2017). Other surveys assign modes to respondents
based on estimated response propensities (e.g Schouten &
Cobben, 2007). Even more flexible mixed-mode designs are
called “responsive design surveys” (e.g Groves & Heeringa,
2006; Peytchev, Conrad, Couper, & Tourangeau, 2010). In
responsive design studies, the survey mode assigned to a
sample unit can change over the course of the survey field-
work period depending on the development of subgroup re-
sponse propensities. This approach has the advantage that

modes can be targeted at sample subgroups that have a high
risk of misrepresentation in the response set given one initial
mode of data collection (e.g. singles in urban areas based on
face-to-face survey data collection). These responsive tech-
niques have become possible by the technological develop-
ment in real-time fieldwork management (e.g Blom, 2016;
Macer, 2014).

Regardless of the specific design, mixed-mode surveys
have in common that they strive to improve survey data qual-
ity as compared to traditional single-mode surveys. This goal
might not always be achieved, especially when survey re-
quests to an offline mode offer a concurrent web option (e.g
Medway & Fulton, 2012). Nevertheless, our third hypothesis
is:

H3: Mixed-mode surveys are more representative than
single-mode surveys.

3.4 Web surveys versus other single-mode surveys

Web surveys are a data collection mode that has become
popular in survey research and practice in the early 2000s
(e.g Couper, 2000; Couper & Bosnjak, 2010). Since then, the
number of web surveys has increased dramatically reaching
turnovers of around 15 billion US$ in 2014 in both Europe
and North America®. Generally, web surveys are a valuable
addition to the possibilities of designing a survey. They are
fast, cheap, and easy to conduct. In addition, they have the
advantage that respondents can fill out questionnaires when-
ever and wherever they like by using mobile devices (e.g
Couper, 2013; Toepoel & Ludtig, 2015).

The rise of web surveys has, however, from the onset been
accompanied by concerns about data quality, especially with
regard to potential coverage error (e.g. Eckman, 2015; Blom
et al., 2016). One reason for this is that web surveys are
difficult to combine with probability sampling approaches,
because often there is no sampling frame of Internet users
available from which a sample could be drawn (e.g. Couper,
2000). Therefore, people who do not have an Internet con-
nection and devices that enable logging into the Internet do
not have the chance to be selected. In addition, people with-
out access to the Internet have no chance to self-select into
nonprobability web surveys. Research shows, however, that
Internet users are systematically different from non-Internet
users. For example, people with a low education level are
usually underrepresented among Internet users (e.g., Blom
et al., 2016).

Coverage error is more likely to be a problem in countries
with relatively low Internet penetration rates than in coun-
tries with high Internet penetration rates (e.g OECD, 2014).
Bosnjak et al. (2013) find, however, that coverage error is the

Swww.esomar.org/news-and-multimedia/news.php?pages=1&
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most influential source of attenuating representativeness in
web surveys. Therefore, our fourth hypothesis is:

H4: Web surveys are less representative than other single-
mode surveys.

3.5 Auxiliary variables

The term “‘auxiliary data” usually encompasses all data
that are available for both respondents and nonrespondents
and can therefore be used to enhance post-survey adjust-
ments (e.g Kreuter, 2013). Examples of this type of data in-
clude sampling frame data, survey paradata, and data linked
to survey data from external sources such as population reg-
isters. These data are often, but not always, available on
an aggregate level only, such as municipalities, city districts,
or streets. Auxiliary data are commonly used to assess sur-
vey representativeness and adjust for misrepresentation (e.g
Brick & Kalton, 1996; Kreuter & Olson, 2011).

Some studies on survey representativeness only include
basic sampling frame information or socio-demographic
variables in the representativeness assessment because it is
often difficult to obtain more and other data for the as-
sessment. Since these few basic variables are also com-
monly used to design quota samples or to construct non-
response weights, many surveys cover these characteristics
sufficiently. However, the representativeness measure is gen-
erally more informative the broader the range of auxiliary
variables taken into account actually is. The more auxiliary
variables a study aims to address, the larger is the risk that at
least one auxiliary variable is misrepresented in the data. For
these reasons, our last hypothesis is:

H5: The more auxiliary variables are used for the repre-
sentativeness assessment the lower is the overall representa-
tiveness.

4 Method

4.1 Literature search, study identification and data ex-
traction

In order to answer our research question whether and how
survey characteristics are related to survey representative-
ness, we have identified, reviewed, and coded the existing
literature. In our dataset, we included all journal articles,
book chapters, and scientific working papers that contain one
of the two measures of representativeness that we focus on
(general sample-based R-Indicators or descriptive compar-
isons between a survey and an external benchmark). Addi-
tional necessary preconditions for articles to be included in
our analysis are that they need to be published in English,
available in full text, and listed in an established database.

Our literature search and data coding were conducted in
multiple steps by multiple coders. We used several data
bases (Web of Science, EBSCO host, Jstor, and Google

Scholar) and conducted full text searches wherever possi-
ble. Furthermore, we used the publications section of the
website www.risq-project.eu as a database for articles on R-
Indicators. Generally, we used a large number of search
terms (“representativeness”, “representation”, “survey re-
search”, “nonresponse”, and “R-Indicator”) in different com-
binations. We also conducted a snowballing search where
we started with crucial articles and searched the literature
section for relevant sources. For an overview of the article
identification and eligibility assessment processes see Figure
1.

As for the coding procedure, every data entry was checked
by another coder and disagreements between coders were re-
solved by the authors of this paper. When the coded papers
lacked necessary information (e.g., the survey mode), this
information was searched on the Internet, requested from the
authors of the papers in question via email, or, if possible,
computed from the existing information.

4.2 Meta-analytic procedure

To compute the two overall mean representativeness
scores across all eligible studies identified, we used
Hedges/Olkin-type random-effects meta-analytic models
(e.g Hedges & Olkin, 1985; Raudenbush, 2009). In
Hedges/Olkin-type meta-analyses, observed effect sizes (i.e.,
representativeness estimates in our case) are synthesized us-
ing a weighted mean procedure, with the inverse sampling
variance of each effect size (i.e., representativeness coeffi-
cient) serving as weights. This procedure ensures that more
precise representativeness estimates, that is, those being
associated with smaller study-specific sampling variances,
are assigned a larger weight when computing the overall
mean representativeness estimate across all studies consid-
ered compared to the less precise effect sizes. Hedges/Olkin-
type meta-analyses are based on one of two statistical mod-
els. A fixed-effect meta-analysis assumes all primary stud-
ies are estimating the same mean (representativeness) value,
with the only source of variability being study-level sam-
pling error. A random-effects meta-analysis allows for un-
systematic differences in the mean (representativeness) val-
ues from study to study, in addition to study-level sampling
error. The selection of a model must be based on the ques-
tion of which model fits the inferential goal, with random
effects models being favoured for unconditional inferences,
that is inferences going beyond the specific set of charac-
teristics of the observed studies (Hedges & Vevea, 1998).
Technically, in random effects meta-analyses, two sources
of variability around the mean representativeness effect are
estimated, namely unsystematic between-study variance (“T-
square’) in true effects, and within-study sampling error. As
a next step, the homogeneity of the overall weighted repre-
sentativeness means is estimated, answering the question if,
and to what extent, the variability between observed repre-
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Figure 1. Article identification and eligibility assessment

sentativeness measures can be explained by sampling error
and T-square alone, and/or by systematic differences among
effect sizes (so-called moderators). We report the Q statis-
tic of the model that indicates heterogeneity if significant.
In case of heterogeneity, which we assume in light of our
hypotheses, we perform moderator analyses aiming to ex-
plain the variability among representativeness estimates us-
ing mixed-effects models that combine random-effects meta-
anaylsis with data on the moderator. For an in-depth treat-
ment of meta-analytic procedures, we recommend Boren-
stein, Hedges, Higgins, and Rothstein (2009), Card (2012).

We use the rma function implemented in the R pack-
age metafor, version 2.0 (Viechtbauer, 2010). The rma
function provides a general framework for fitting various
meta-analytic models that are typically used in practice.
Furthermore, we conduct moderator analyses using mixed-
effects meta-regressions (van Houwelingen, Arends, & Stij-
nen, 2002) implemented in metafor. The R-script and analy-
sis output are available as in the Supplementary Material of
this paper.

4.3 Effect size measures

In meta-analytic terminology, dependent variables are
called effect sizes and independent variables are called mod-
erators. In the following, we describe the two effects sizes
we use in this paper: R-Indicators and the Median Absolute
Bias (MAB) derived from the descriptive benchmark com-
parisons. These measures are common in the existing liter-
ature and examine survey representativeness from different
perspectives.

R-Indicators. General sample-based R-Indicators are a
measure of survey representativeness that is based on logis-
tic regression models of the propensity to respond to a survey

(Schouten et al., 2009). In practice, these response propensi-
ties are unknown and therefore have to be estimated, which
is usually done using a logistic regression model. The inde-
pendent variables in the regression models are auxiliary vari-
ables that need to be available for both respondents and non-
respondents to the survey. The individual response propensi-
ties from the regression model are aggregated using the for-
mula

1 n
S(p) = \| 7= 2 0i =P @)
i=1

where 7 is the number of cases, i is the case indicator, p is the
propensity to respond, and p is the mean response propensity.

The aggregated results from the propensity model are
rescaled to range between zero (not representative) and one
(very representative) using the formula

R(p) = 1 -25(p) 3)

where p is the standard deviation of the response propensi-
ties. For our meta-regressions, we compute inverse variance
weights for the R-Indicators based on their confidence inter-
vals that we find in the publications. In the primary studies,
they are usually computed from standard errors using boot-
strapping procedures. Where confidence intervals for the R-
Indicators are not reported we impute them using a predictive
mean matching procedure (e.g Schenker & Taylor, 1996).
MAB. We compute the Absolute Bias by category
(AB,) as the percentage point differences between propor-
tions of a characteristic in a survey and an external gold-
standard benchmark for each variable of a study with
AB, = (”R) - (&) @)
nr N
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where ng is the number of respondents, N is the benchmark
estimate, and C is the characteristic.

The raw estimates of the survey and benchmark for our
computations are usually reported in tables in the publica-
tions. To aggregate the results, we compute the Median Ab-
solute Bias MAB across all of the characteristics assessed
in a study of these individual percentage point differences
across all categories and variables in the study. We com-
pute inverse variance weights for the MABs based on boot-
strapped standard errors (e.g Efron & Tibshirani, 1986).

5 Results

In this section, we summarize the meta-analytic find-
ings. We start with some general results from random-effects
meta-analyses, yielding a summary effect across all studies
included for the two effect size measures considered, namely
R-Indicators and MAB. Next, we give an overview of the
moderator analyses conducted to test our five hypotheses,
relating the following design features to representativeness:
probability versus nonprobability surveys, response rates,
mixed-mode surveys versus single-mode surveys, and the
number of auxiliary variables. Finally, we present more de-
tailed findings on each of our moderators in turn. In each
of the analyses, significant outliers and missing values were
excluded (see the Supplementary Material for detailed infor-
mation).

5.1 General findings

Generally, our random-effects models show for each of the
two effect sizes (R-Indicators and MAB) that most surveys
in our sample achieve high degrees of representativeness. In
addition, we find that there is a substantial amount of hetero-
geneity in the data worth to be explored further.

Table 1 displays the overall mean effect size, standard er-
ror, a heterogeneity estimate (Q-test results), and the number
of studies (k) included in our analysis of the random-effects
models on R-Indicators and the MAB. The mean effect sizes
are 0.84 for the R-Indicators and 4.39% for the MAB. The
confidence intervals (CI) around these mean effect sizes are
from 0.82 to 0.85 for the R-Indicators and from 3.73% to
5.05% for the MAB. The Q-tests are highly significant for
both effect sizes, indicating substantial heterogeneity in the
data worth exploring with the aid of moderator analyses.

5.2 Moderator analysis

Overall, our moderator analyses show that there are signif-
icant associations between the degree of representativeness
as measured using R-Indicators or the MAB and the survey
design characteristics specified in our hypotheses. In Table
2, we display an overview of the findings. The table is struc-
tured as follows: The first column contains the names of the
moderators and the categories of the dichotomous variables.

0%

1%

2%

3%

4%

5%0

6%

%

T T
Prob. (k = 61) Nonprob. (k = 49)

Figure 2. MAB subgroup comparison results by probability
versus nonprobability surveys as a moderator

The rest of the table is divided into an overview of results
from the moderator analyses on the R-Indicators and those
of the MAB. For each of the effect sizes, we present the
number of studies included in the moderator analyses (k).
If the moderator is a dichotomous variable, we display the
number of studies included for each of the moderator’s cate-
gories separately. Furthermore, we present the regression co-
efficients, their significance level, and their standard errors of
the mixed-effects meta-regressions of the effect sizes on the
individual moderators as well as R>-statistics as a measure of
model fit.

Generally, we find in the mixed-effects meta-regression
models that the degree of representativeness as measured us-
ing R-Indicators is associated significantly positively with
the response rate, with mixed-mode surveys (as opposed to
single-mode surveys), and the number of auxiliary variables
that is used to compute the R-Indicators. In addition, the
MAB is significantly negatively associated with probability
surveys (as opposed to nonprobability surveys), the response
rate, and other single-mode surveys (as opposed to web sur-
veys).

Probability versus nonprobability surveys. The first
moderator we examine is probability surveys versus non-
probability surveys. Overall, we find evidence in support of
our expectation that probability surveys are more representa-
tive than nonprobability surveys (H1), although we can only
identify this association using the MAB as a representative-
ness measure.

The computation of sample-based R-Indicators requires
that a survey is based on a probability sample. In nonprob-
ability samples, we are unable to identify the nonrespon-

7See the Supplementary Material for a sensitivity analysis using
the Mean Absolute Bias instead of the Median Absolute Bias.
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Table 1

Random-effects meta-regression models
of R-Indicators and MAB

R-Indicators MAB
Mean 0.84 4.39%
CI 0.82-0.85 3.73%-5.05%
Q-test 20914.43" 8710.95™"
k 109 108
“p<00l “p<0.00l p<0.0001

Table 2

Mixed-effects meta-regression models of R-Indicators on each moderator (stan-

dard errors in parentheses)

R-Indicator MAB

Moderator k Coef. Std. Err. k Coef.  Std. Err.

Sample
Nenprob. R
R? - 0.11

Response rate (x100) 104  0.14™  0.04 90 -2.05° 1.14
R? 0.08 0.02

Mixed Mode
s oo om0
R? 0.13 -

Web survey
g;";r 5(1) - - Zg 157" 0.65
R? - 0.04

No. auxiliary variables 104  0.05 0.00 104 -1028"  0.00
R? 0.09 0.04

"p<00l p<000l “p<0.0001

dents, and we also do not have auxiliary data on the nonre-
spondents. A workaround might be the usage of population-
based R-Indicators, which apply population aggregated aux-
iliary information, for example from benchmark data, instead
of individual-level auxiliary data (e.g Shlomo et al., 2009).
These population-based R-Indicators are not yet widely used,
especially not with regard to nonprobability surveys. We
therefore cannot consider them in our analysis. Therefore,
we do not have any nonprobability surveys in the R-Indicator
analysis that we could compare the probability surveys to.

Regarding the MAB, we find that there are 61 probability
surveys and 49 nonprobability surveys in our dataset. The
right-hand side of Figure 2 shows an average MAB of 3.72%
with a confidence interval from 2.72% to 4.71% in probabil-

ity surveys and an MAB of 5.36% with a 95%-confidence in-
terval from 4.42% to 6.30% in nonprobability surveys. Table
2 shows that the regression coefficient from the mixed-effects
meta-regression model is -2.18 and highly significant, the R?-
statistic for this model is 10.93%. These findings suggest that
probability surveys are more representative than nonproba-
bility surveys, which is in accordance with our expectations.

Response rates. The second moderator we examine is
the response rate, which is a continuous variable. Overall,
we find that the response rate is highly significantly associ-
ated with the degree of representativeness as measured using
R-Indicators and the MAB. This is in accordance with our
second expectation (H2).

As displayed in Table 2, the number of R-Indicators in our
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Figure 3. R-Indicator subgroup comparison results by

mixed-mode versus single-mode surveys as a moderator

mixed-effects meta-regression model of the response rate on
the R-Indicators is 104. The model’s rescaled coefficient is
0.14, significant, and has a standard error of 0.04. The R2-
statistic of this model is 8.23%. The number of MAB studies
that we use in our moderator analysis on the response rate is
90. The mixed-effects meta-regression produces a rescaled
coeflicient of -2.05 that is significant and has a standard error
of 1.14 as well as an R?-statistic of 2.22%.

Overall, we find across R-Indicators and the MAB that the
results of our meta-regressions support our expectation that
response rates are positively associated with the reported de-
gree of representativeness.

Mixed-mode versus single-mode surveys. The third
moderator we investigate is a dichotomous variable on
mixed-mode surveys versus single-mode surveys. Our re-
sults suggest that mixed-mode surveys are more representa-
tive than single-mode surveys (H3) although there are too
few mixed-mode surveys (eight surveys) among the MAB
studies to allow for valid conclusions.

There are 45 mixed-mode surveys and 51 single-mode
surveys among the R-Indicators in our dataset. Figure 3
shows that the average R-Indicators are 0.87 with a confi-
dence interval from 0.85 to 0.89 in the mixed-mode surveys
and 0.83 with a confidence interval from 0.82 to 0.84 in the
single-mode surveys. The mixed-effects meta-regression re-
ported in Table 2 has a coefficient of 0.04 with a standard
error of 0.01 and an R?-statistic of 12.89%.

The number of MAB studies is 8 on mixed-mode surveys
and 101 on single mode surveys. Because of the insufficient
number of cases in the mixed-mode survey subgroup, estima-
tion of a mixed-effects meta-regression model on this mod-
erator is not feasible.

Overall, we find support for our expectation that mixed-
mode surveys are more representative than single-mode sur-
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Figure 4. Subgroup comparison results by web surveys ver-
sus other single-mode surveys as a moderator

veys on the R-Indicators while for the MAB, the available
evidence at present does not allow us to conduct moderator
analyses.

Web surveys versus other single-mode surveys. Next,
we investigate the association between survey representa-
tiveness and web surveys versus other single-mode surveys
as a moderator. In accordance with our expectation (H4),
our findings indicate, that web surveys are less representa-
tive than single-mode surveys as measured using the MAB.
There is only one R-Indicator study that examines web sur-
veys. Therefore we cannot conduct a moderator analysis on
the R-Indicator data.

The number of R-Indicator studies is 1 for the web sur-
veys and 50 for other single-mode surveys. The remain-
ing R-Indicator studies identified do not cover single-mode
surveys. Because there is only one web survey in our R-
Indicator data, we do not estimate a mixed-effects meta-
regression model on this moderator.

There are 56 web surveys and 45 other single-mode sur-
veys in our MAB data. The average MAB is 5.10% with a
confidence interval from 4.15% to 6.06% in the web surveys
and 3.65% with a confidence interval from 2.51% to 4.80%
in the other single mode surveys. The mixed-effects meta-
regression on this moderator estimates a regression coeffi-
cient of 1.57 that is significant and has a standard error of
0.65. The R? of this model is 4.37%.

In sum, the MAB data support our expectation that web
surveys are less representative than other single-mode sur-
veys while there is only one web survey among the R-
Indicator studies in our data so that we cannot draw valid
conclusions on this moderator for R-Indicators.

Number of auxiliary variables. The last moderator we
examine is the number of auxiliary variables that enters the
representativeness assessment. Overall, we find no signifi-
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cant evidence in favour of our expectation (HS). This sug-
gests that there is no negative association between the num-
ber of auxiliary variables included in a representativeness as-
sessment and the reported degree of representativeness.

There are 104 R-Indicator studies that we use in the mod-
erator analysis concerning the number of auxiliary variables.
The rescaled regression coefficient in the mixed-effects meta-
regression model is 0.05, not significant, and has a standard
error of 0.00. The R? of the model is 0.00%. Regarding the
MAB, there are 104 studies included in the moderator analy-
sis of the number of auxiliary variables. The rescaled mixed-
effects meta-regression coefficient is -10.28, significant, and
has a standard error of 4.48. The R’-statistic of this model
predicts a model fit of 3.81%.

Overall, the findings on this moderator are not entirely
robust across two effect sizes. However Our findings show
that neither on the R-Indicators, nor on the MABs there is a
negative association between the auxiliary variables and the
reported degree of representativeness.

6 Summary and conclusion

In this section, we revisit our expectations from above and
interpret the empirical findings. Then, we discuss practical
implications and limitations of our paper as well as avenues
for further research.

In accordance with our first expectation (H1), we find that
probability surveys are more representative than nonproba-
bility surveys with regard to the MAB. In line with our sec-
ond expectation (H2), we find that the response rate is pos-
itively associated with representativeness on R-Indicators as
well as the MAB. In compliance with our third expectation
(H3), we find that mixed-mode surveys are more represen-
tative than single-mode surveys on the R-Indicators. Fur-
thermore, in accordance with our fourth expectation (H4),
we find that web surveys are less representative than other
single-mode surveys with regard to the MAB. Contrary to
our fifth expectation (H5) we find that there is no negative
association between the number of auxiliary variablesand the
reported degree of representativeness.

We expected results to be consistent across the two mea-
sures of representativeness. Due to insufficient numbers of
cases per category, however, some expectations could only be
tested for one of the two measures. There are two moderator
analyses (on the response rate and the number of auxiliary
variables) that we could conduct on both representativeness
measures that both yield consistent findings across the effect
sizes. Both the R-Indicators and the MAB indicate that the
higher the response rate is the higher is the reported degree
of representativeness. In addition, we find on both the R-
Indicators and the MAB that there is no negative association
between the number of auxiliary variables and the reported
representativeness. However, only the MAB indicates that

in fact the association between the number of auxiliary vari-
abels and the degree of representativeness might be positive.

Based on these findings and disregarding potential inter-
dependencies between moderator variables in our data that
might confound our results, we would recommend survey
practitioners aiming to design representative surveys to use
probability sampling, to put every effort into increasing re-
sponse rates, and to consider mixed-mode survey designs en-
compassing the web mode. We would also recommend doc-
umenting the achieved degree of representativeness using the
available auxiliary data to allow assessing the general quality
of the data and to allow further research into the association
between survey design characteristics and survey representa-
tiveness.

This study does, however, face some restrictions that limit
the generalizability of the results. Firstly, the analyses do not
allow for causal inferences. We cannot claim that probabil-
ity sampling, high response rates, mixed-mode designs, and
the other-than-web survey modes cause a survey to be rep-
resentative. Our analyses are limited to identifying existing
associations. These associations might be confounded with
other survey characteristics that we cannot control for in our
analyses, such as the data quality of the auxiliary data used in
the primary research. Secondly, since our analyses are based
on the existing literature, publication biases might influence
our results (see the Supplementary Material for sensitivity
analyses). This is especially the case when researchers do
not publish results that show that a survey has a low degree
of representativeness. Lastly, and potentially partly due to
publication bias, the number of cases on some survey char-
acteristics is too small to conduct all planned analyses. In
the existing literature, there are few studies that assess the
representativeness of mixed-mode surveys using benchmark
comparisons that allow the computation of the MAB or that
investigate the representativeness of web surveys using R-
Indicators. In addition, there are no studies that assess the
representativeness of a survey using R-Indicators as well as
benchmark comparisons. Furthermore, there are a number
of potentially influential moderators that we could not take
into account either because too much information was miss-
ing from the publications identified, or the information was
too ambiguous, for instance regarding whether and how post-
survey adjustments were applied.

We would therefore like our recommendations to be taken
with caution and this meta-analysis to be considered as en-
couragement for more systematic primary research in these
areas, filling the gaps identified. If there were more primary
research available, future meta-analytic replications could be
conducted using more advanced modeling, such as multi-
variate regression analyses, simultaneously controlling for
potentially influential moderators. In a future replication
and extension of this meta-analysis, besides considering ad-
ditional primary studies, one might want to add additional
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moderators of practical importance, such as whether surveys
apply a responsive mode design, which formula is used to
compute the response rate, or whether adjustment weights
were applied.
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