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Geographic information science (GIScience) offers survey researchers a plethora of rapidly
evolving research strategies and tools for data acquisition and analysis. However, the potential
for incorporating geographic information systems (GIS) tools into traditional survey research
has not yet been fully appreciated by survey researchers. In this article, we provide a com-
prehensive overview of recent advances and challenges in leveraging this potential. First, we
present state-of-the-art applications of GIS tools in traditional survey research, drawing mainly
on examples from psychological survey research (e.g., socioecological psychology). We also
discuss innovative GIS tools (e.g., wearables) and GIScience methods (e.g., citizen sensing)
that expand the scope of traditional surveys. Second, we highlight a number of challenges
and problems (e.g., choice of spatial scale, statistical issues, privacy concerns) and — where
possible — suggest remedies. With increasing awareness of the potential that GIS tools hold for
survey research, and intensified dialogue between researchers from both sides, more fruitful

collaboration appears within reach.
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1 Introduction and Overview
1.1 Relevance of Geospatial Aspects

Recent advances in integrating geographic information
science (GIScience) into psychology and survey methodol-
ogy may be considered evolutionary by some researchers
and revolutionary by others. Some observers view these ad-
vances as a paradigmatic shift that justifies the term “spatial
turn” (e.g., Richardson et al., 2013). At any rate, the sheer
number of new research strategies and geographic informa-
tion system (GIS) tools can be daunting, and it is hard for
those outside GIScience to keep pace with recent develop-
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ments. Perhaps for this reason, psychology has, for the most
part, been slow to adopt some of the promising innovations
offered by GIScience and related disciplines (see Appendix
for a glossary of terms). There is the danger of a widening
gap, if not detachment, between scientific communities in
terms of concepts, methods, and tools.

To avoid this pitfall, we think it is vital to inform sur-
vey researchers in general, and psychological researchers in
particular, about the methodological potential that GIS tools
(e.g., techniques for acquiring, analyzing, and visualizing ge-
ographic data) hold. Although in-depth discussions of sin-
gle geospatial techniques abound, an up-to-date integrative
overview of these innovations is absent from the literature.
The present paper is the first to offer such an overview from
the perspective of GIScientists and psychological researchers
practically involved in the application of GIS tools in sur-
vey research. We restrict our overview to those GIScience
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techniques that concern the analysis of survey data, that is,
techniques that augment traditional surveys by incorporat-
ing geospatial information, or that complement traditional
surveys by providing new forms of data and data analysis.
We do not consider how GIScience techniques can be used
to improve traditional survey methodology (e.g., for moni-
toring field work and interviewer behavior, or for designing
sampling frames and weighting schemes).

The purpose of our paper is twofold. First, it is intended
as a starting point for survey researchers interested in apply-
ing innovative GIS tools in their work. Despite the rise of
other approaches (e.g., neuroscientific methods, computer-
based cognitive tests), questionnaires and population surveys
are still among the most widely used tools for collecting data
on individuals and social groups, notably in psychology. Sec-
ond, we hope to foster an informed discussion between two
inherently methodological disciplines — GIScience and sur-
vey research. We encourage researchers from both sides to
critically examine and make use of solutions offered by each
field, to develop a common theoretical framework, and to
adopt each others’ insights, tools, and methods. Such an in-
tensified dialogue, we believe, may challenge our traditional
understanding of survey data and methodology, thus paving
the way for future innovations in survey research (see Arias
& Warf, 2009).

Yet why should survey researchers consider spatial as-
pects at all? Geospatial information might be useful at var-
ious stages of the survey design. Surveys can be supple-
mented with geographic coordinates, such as the location
at which a respondent completed the questionnaire (i.e., the
point of origin) or where the respondent predominantly lives
(i.e., place of residence). Either respondents’ exact geo-
graphic locations or their approximated locations (e.g., via
regional codes) may be available. These geographic coor-
dinates can then be used to incorporate contextual data into
subsequent analyses. For instance, socioeconomic data on
households in a neighborhood, or regional divorce rates as a
proxy for individualization in a society, may be contextual
variables and may complement individual-level data analy-
ses (Lechner, Obschonka, & Silbereisen, 2017). Geographic
visualization techniques may also provide additional insights
into the spatial distribution of survey results. By analyzing
and mapping biophysiological data from study participants
who wear trackable devices while moving through space
(Trondle, Greenwood, Kirchberg, & Tschacher, 2014), or by
plotting Twitter-based information almost in real time to ge-
ographic maps (Curini, lacus, & Canova, 2015), researchers
can follow social processes at unprecedented spatiotemporal
resolutions.

1.2 Survey Concepts

It is vital to note that the understanding of the term “sur-
vey” often differs between survey researchers and GIScien-

tists. For survey researchers, the survey questions — aug-
mented with georeferenced data — are typically meant to re-
veal information about individuals. Spatial information (e.g.,
location-related information) is added to better understand
humans or social systems. Survey researchers often operate
with a survey definition that involves the collection of data
from a sample of elements drawn from a well-defined pop-
ulation through the use of a questionnaire (Visser, Krosnick,
& Lavrakas, 2000). Hence, “a survey can be seen as a re-
search strategy in which quantitative information is system-
atically collected from a relatively large sample taken from
a population” (de Leeuw, Hox, & Dillman, 2008, p. 3). GI-
Scientists, by contrast, typically focus on extracting infor-
mation about places and spaces (e.g., street corners, cities,
regions, or countries) and the phenomena and developments
they undergo over time. For them, survey questions add in-
formation from a human perspective to better understand the
environment. Yet GIScientists often endorse a rather mini-
malistic definition of “survey” as a method of gathering in-
formation from any sample of individuals (Scheuren, 2004).
Their broader term may include gathering data en passant
from social media users, rather than collecting answers from
survey respondents.

Section 2 illustrates the breadth of potential applications
of GIScience methods and GIS tools in survey research.
These applications include the augmentation of classic sur-
vey data with georeferenced information, on the one hand,
and new techniques to obtain spatiotemporally distributed
data from GIScience, on the other. In section 3, we out-
line a number of challenges shared by most of these appli-
cations. They include, for example, spatial scale usage, the
modifiable areal unit problem, the arbitrary nature of maps
and visualization techniques, potential pitfalls in the analy-
sis of contextual data, fallacies when dealing with different
levels of analysis (individual and aggregate data); issues sur-
rounding user-generated data, and privacy and data protec-
tion issues. Where possible, we make methodological rec-
ommendations to deal with these challenges. Finally, also in
section 3, we briefly consider how traditional survey data and
methodology may be of benefit to GIScience.

2 Recent Applications of GIS Tools to Augment Survey
Data

Before we begin our overview of recent applications, let
us follow Agnew (2011) and Tuan (1977) and clarify the
distinctions between important GIScience terms that read-
ers may or may not be familiar with: space, location, and
place. Space is understood as an abstract, non-semantically
enriched geographic space spanning planet Earth, in which
processes of interest occur. Location demarcates a specific
point or area in this space, mostly delimited by crisp bound-
aries, which can be represented in GIS. In contrast, place
is defined as space infused with human meaning. As this
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meaning is almost never specified with perfect intersubjec-
tivity, its borders are often fuzzy and ambiguous. Several
scientific disciplines deal with these concepts. The method-
ological companion to geography is geographic information
science, or GIScience (Goodchild, 1992, 2010). GIScience
and GIS tools are closely related, and they provide partly
overlapping innovations (see Appendix).

Augmenting classic survey data with georeferenced data
represents a first way in which geographic information about
individuals and their backgrounds is utilized in the social
sciences (Hoffmeyer-Zlotnik, 1994; Okner, 1972; Schnell,
2013b). Survey datasets that are geocoded — that is, datasets
that contain one or more variables assigning a geographic
location (e.g., an exact location or a more coarse location
such as a postal code or an administrative unit) to each re-
sponse unit — can be merged with geotagged contextual in-
formation, thereby greatly enhancing the value of these aug-
mented datasets to investigate new research questions (Meyer
& Bruderer Enzler, 2013; Okner, 1972; Schnell, 2013b). To
take the Swiss Environmental Survey as an example, regional
statistics on environmental factors (e.g., pollution, emis-
sions) were linked to respondents’ subjective impressions of
environmental stress to gain a better understanding of the
relationship between objective contextual variables and par-
ticipants’ subjective responses (Diekmann & Meyer, 2010).
By adding contextual information to individual respondent
data, cross-level relationships can be explored (Hoffmeyer-
Zlotnik, 2013; RatSWD — Rat fiir Sozial- und Wirtschafts-
daten [German Data Forum], 2012). Rich contextual data are
now offered by various public institutions (e.g., register, cen-
sus, and economic data), private organizations and compa-
nies (e.g., operational and customer-tracking data), and accu-
mulated sources (e.g., social media, representative surveys;
for a comparison, see Hiittenrauch (2016). Some public-
use surveys, such as the European Social Survey (ESS), al-
ready include a large number of contextual variables at dif-
ferent geographic levels (e.g., national and regional migra-
tion, or unemployment rates) in their data distributions, and
make these data readily available to researchers. Further-
more, various kinds of geospatial data have become publicly
available, for instance, authoritative topographic data (e.g.,
OpenStreetMap). The following sub-sections describe pos-
sible applications of these contextual data in research.

2.1 Socioecological Psychology

The emerging field of socioecological psychology, also
known as geographic(al) psychology (Oishi, 2014; Rentfrow,
2014, for reviews, see ), utilizes the new possibilities of in-
tegrating contextual information and traditional survey data.
Socioecological psychology directs attention to how objec-
tive (as opposed to perceived) features of macro-level social
ecologies (i.e., physical, interpersonal, economic, or political
environments) shape human behavior, cognition, and emo-

tion — and how human behavior, in turn, gives rise to chang-
ing social ecologies (“niche construction”). Extant socioe-
cological studies mostly relate individual-level psychologi-
cal outcomes to socioecological variables that are measured
at (not aggregated to) the national or regional level and that
assume the role of a predictor of individual-level variabil-
ity (e.g., Talhelm et al., 2014) or a moderator of individual-
level relationships (e.g., Jokela, Bleidorn, Lamb, Gosling, &
Rentfrow, 2015; Lechner et al., 2017). For example, Talhelm
et al. (2014) were able to show how the agricultural legacy
of regions in China shapes the cultural and psychological
traits of these regions’ inhabitants until the present day; they
found that a history of farming rice was linked to more in-
terdependent traits, whereas a history of farming wheat was
linked to more independent cultural patterns. Other socioe-
cological studies extend this focus, investigating the spatial
distribution of psychological constructs and their contextual-
level correlates. The level of analysis in the latter strand of
studies is thus a geographic one: Individual survey responses
(such as answers to a Big Five personality battery) per geo-
graphic unit are aggregated in order to map them to spatial
contexts and link them to each other (Rentfrow, Jokela, &
Lamb, 2015) or, alternatively, to external data sources such
as health statistics (Kitchen, Williams, & Chowhan, 2012)
or entrepreneurship rates (Obschonka, Schmitt-Rodermund,
Silbereisen, Gosling, & Potter, 2013).

Although socioecological psychology is still in a nascent
state, it already exerts a noticeable influence on psychologi-
cal theorizing. Socioecological studies are contributing to a
gradual shift in the traditional focus on the individual toward
a more environmentally informed understanding of the dis-
cipline’s key phenomena. (Arguably, this marks a veritable
“spatial turn,” especially in the fields of personality psychol-
ogy and social psychology.) While this development opens
up new avenues for collaboration with disciplines at the inter-
face of human behavior and geography (Oishi, 2014; Rent-
frow, 2014), it also brings methodological challenges, which
will be discussed later.

2.2 Survey Responses as a Function of Georeferenced
Indicators

Geographic context can also be used to identify (and cor-
rect for) sources of variance in survey responses. Depend-
ing on one’s focus, such variance may represent either ex-
plained variability or nuisance variance in survey responses.
For example, participants’ life satisfaction scores might be
influenced by (a) aspects of the natural environment, such as
the greenness of neighborhoods (Leslie, Sugiyama, Ierodia-
conou, & Kremer, 2010), (b) the built environment (McGinn,
Evenson, Herring, Huston, & Rodriguez, 2007), or (c) cir-
cumstances of the survey location, such as indoor versus out-
door interviewing (Iosa, Fusco, Morone, & Paolucci, 2012).

A prime application of this approach is the influence of
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weather on mood and well-being. With governments increas-
ingly adopting well-being as a policy target, subjective rat-
ings of life satisfaction and happiness are often important in-
dicators that complement panel data on regional and macro-
economic factors (Schyns, 1998; for a recent Eurobarometer
analysis, see Brulé & Veenhoven, 2014). For well-being
to inform public policy choices, one would like to be sure
that any regional differences in average well-being ratings are
truly related to economic prosperity and other policy-relevant
factors, rather than being driven by “nuisance” factors such
as the climate at survey locations (Brulé & Veenhoven, 2015;
Rehdanz & Maddison, 2005) or by transient weather condi-
tions during interviews (Schimmack, Diener, & Oishi, 2002).

Laboratory and field evidence has shown that judgments
of life satisfaction are influenced by the reported weather
conditions (Schwarz & Clore, 1983), and that ambient tem-
perature ratings, in turn, depend on people’s current mood
(Messner & Winke, 2011). Although this cross-sectional
evidence was challenged by panel data (Lucas & Lawless,
2013; Schmiedeberg & Schroder, 2014), more recent panel
data providing detailed information on all relevant weather
variables at the precise location and time of an interview
have, in fact, revealed variation in life satisfaction scores
as a function of weather (Feddersen, Metcalfe, & Wooden,
2016). Beyond well-being, studies have shown that Big Five
trait ratings can also be influenced by contextual factors such
as weather (Rammstedt, Mutz, & Farmer, 2015). Increas-
ing spatial granularity yields better evidence on climatic and
weather influences on survey responses. It may become pos-
sible to purge respondents’ mood, well-being, or life satis-
faction ratings of unwarranted nuisance variance and to ob-
tain unbiased scores that offer a more solid ground for policy
decisions.

2.3 Experience Sampling in Dynamic Contexts

Methods of studying individuals in their natural settings
— often in real time, on repeated occasions, and free of ret-
rospective biases — offer tremendous potential for survey re-
search. One such method — and one that has recently gained
some popularity — is the experience sampling, or event
sampling, method (ESM; see H. T. Reis & Gable, 2000),
which allows respondents to be surveyed in their natural
environments on repeated occasions (Hektner, Schmidt, &
Csikszentmihalyi, 2007; Larson & Csikszentmihalyi, 1983).
ESM prompts participants (e.g., via mobile devices) to take
a survey at fixed time intervals or randomly throughout the
day. In this way, the likelihood of events, the base rate of be-
haviors, or the prevalence of feelings can be surveyed amidst
temporal fluctuations of experiences and dynamic transitions
between places. The recent emergence of mobile electronic
devices allows even large crowds to be observed at nearly
any time and place so as to investigate relationships with in-
creased ecological validity (Shiffman, 2007).

There are three typical ESM procedures — signal-
contingent (survey after notification via pager or SMS text
message), event-contingent (recording data after predefined
events have occurred), and interval-contingent (data acqui-
sition after periods of time have passed) — whose respective
(dis-)advantages have been described elsewhere (Conner &
Barrett, 2012). Here, we would like to stress that adding
a spatial layer to this threefold distinction allows context-
aware ESM to be used. Augmenting ESM data with loca-
tion data (e.g., Global Positioning System, GPS, coordinates
gathered by users’ mobile devices) offers a convenient way of
conducting surveys at predetermined locations (which allows
further data to be gathered about these locations as socially
relevant places). Location data might help to explain indi-
viduals’ attitudes and behaviors. These data include not only
static factors, such as types of buildings or population den-
sity, or rather stable influences such as unemployment rates,
but also each individual’s exposure to noise at specific work-
places, stressful traffic encounters at specific intersections,
etc.

So far, traditional population surveys mostly abstract from
the dynamic contexts in which respondents generate their re-
sponses, or in which they have experiences that they report
only later. From this perspective, survey samples must first
and foremost mirror the population. However, it is worth-
while reflecting on the fact that any interview represents
a mere snapshot of a respondent’s state of mind generated
within a specific spatiotemporal slice of the environment.
Population surveys typically leave such short-term volatil-
ity and spatial dynamics of survey responses unmonitored.
By linking ESM data to rich contextual information such
as location and time, survey research proceeds to the next
stage, where human characteristics are explained as a func-
tion of idiosyncratic events, personal contexts, and partici-
pants’ spatial transitions. Research in health-related and oc-
cupational fields has started to incorporate these new pos-
sibilities (Richardson et al., 2013; Sonnentag, Binnewies,
& Ohly, 2013) — for instance, by using ESM to investigate
whether environmental factors, such as rare exposure to na-
ture, might influence mental health (Reichert et al., 2016).

2.4 Objective Data Capture by Means of Wearables

While ESM focuses on the subjective experiences that re-
spondents have over any pre-specified time span, these data
can be amended with objective data on the same individuals.
There has recently been a rapid rise in the use of wearable
sensors to measure a number of physiological parameters
(e.g., heart rate variability, blood pressure, or skin conduc-
tance, Swan, 2012). These sensors, together with the increas-
ing penetration rate of smartphones across age groups, have
paved the way toward virtually ubiquitous data acquisition
and have opened up new opportunities for obtaining infor-
mation about the environment (Triantafyllidis et al., 2015).
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For example, the so-called quantified-self movement pro-
motes the use of sensor technology for acquiring data about
one’s own daily life, ranging from concrete physiological pa-
rameters to rather abstract parameters such as physical per-
formance and associated affective consequences (e.g., emo-
tional states). This movement is reinforced by the rapid
development of wearable sensors that allow for continuous
surveillance of everyday activities and daily routines (Swan,
2013).  Although people are joining the quantified-self
movement mainly to achieve self-awareness through self-
monitoring (Ayobi, Marshall, & Cox, 2016), it has also led
to rising awareness of physiological sensor devices among
the wider public. As a result, citizens’ familiarity with the
use of sensors has dramatically increased. This is of partic-
ular importance for survey research, as most of the sensor-
based quantified-self applications are explicitly geolocated,
which allows survey data to be complemented with addi-
tional data from wearables at high temporal and spatial reso-
lution, thereby yielding information that cannot be obtained
by simply asking survey questions. Physiological signals ob-
tained from wearable sensors can then be used to make infer-
ences about individual experiences that are associated with,
or can be mapped to, events and places in the environment.
For instance, one could compare a survey intended to identify
dangerous traffic intersections in a city with a study that cap-
tures heart rate and blood pressure data from drivers, cyclists,
and pedestrians. This may help to identify city areas or spots
of increased stress levels other than those identified by par-
ticipants’ subjective ratings. Sufficiently rich data may allow
the emotional experiences of future pedestrians, cyclists, or
motorists at the same location to be predicted, thus enabling
a more citizen-centric planning of city infrastructure (Resch,
Summa, Sagl, Zeile, & Exner, 2015).

2.5 Humans as Proactive Sensors (Rather Than as Re-
spondents)

User-generated data are by no means limited to physio-
logical data from wearable sensors that are collected for a
specific purpose and under the researcher’s control. A num-
ber of new approaches elicit, observe, or analyze information
generated by individuals (and groups) that are hardly under
the control of a researcher. Instead, participants act more
and more as researchers of their own affairs, and thus control
over the data-generation process is increasingly left to them.
GIScience capitalizes on this trend.

Citizen sensing describes a unique measurement approach
in which persons do not merely deliver reports but rather act
as non-technical, context-aware sensors with situational in-
telligence and extensive background knowledge about their
present location (Resch, 2013). Specifically, citizens are
asked to provide their impressions, perceptions, and obser-
vations about a well-defined issue with explicit reference to
geographic space. Akin to ESM, people provide their sub-

jective recordings through eDiaries, which are designed to
be context-aware. Contextualized reports can be gathered
through dedicated smartphone apps (Triantafyllidis et al.,
2015).

A recent example is the collection of citizens’ subjec-
tive feelings and emotions about different places in the city
(Resch, Sudmanns, et al., 2015). Participants who move in
geographic space are equipped with a smartphone app for
reporting sensations and impressions — for instance, about
traffic safety or public safety. Each dataset is associated
with location and timestamp, which enables spatiotemporal
analysis of the data. Apart from an immediate glimpse of a
geographic context, this allows for an analysis of changes
in ecosystems as continuously monitored through citizen-
sensing technologies. Rather than acting as mere respon-
dents to questionnaires, this approach empowers participants
to proactively report not only on their spatial transitions but
also on changes in ecosystems themselves.

One methodological implication of this survey method
is that data are unlikely to be fully reproducible (Sagl &
Resch, 2014). From a survey research perspective, data re-
producibility may not even be a goal (the data always present
slices of information tied to time and context); yet from a GI-
Science perspective, the aim is to obtain (stable or reliable)
information about the environment. Moreover, given users’
proactive role in generating responses, the sampling and data
generation processes are not necessarily controlled, and the
observations are highly idiosyncratic. The reliability of such
a measurement procedure is a far cry from that of represen-
tative population surveys with regular waves, or calibrated
wearable sensors that produce measurements in well-defined
physical settings. With high volatility in the sampling pro-
cess, one problem is how to generalize to a whole popula-
tion from self-selected samples who themselves determine
what snapshots in time to deliver and when. In section 3,
we elaborate on challenges common to survey research and
GIScience.

2.6 Spatiotemporally Distributed Information in Social
Media

Social media represent a useful resource for complement-
ing survey data (Hill, Dean, & Murphy, 2013; Murphy et
al., 2014). In contrast to citizen sensing, the analysis of
data from social media does not require additional survey
infrastructure (eDiary apps, digital surveys, etc.). Rather
than surveying individuals about specific locations, this ap-
proach analyzes aggregated, anonymized data from collec-
tive sources such as Flickr, Twitter, Foursquare, or the mo-
bile phone network (Resch, 2013). In this manner, informa-
tion can be gained about the situational awareness of human
environments and temporal dynamics on the basis of human
communication, without attributing data to specific individ-
uals. Social media posts reveal people’s thoughts, emotions,
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or activities in geographic space, time, and linguistic space
(Steiger, Resch, & Zipf, 2016).

Although unprompted social media posts cannot be con-
sidered to be interviews in the formal sense of the word, peo-
ple still provide “answers” (to questions that are not asked
by an interviewer) by stating their perceptions and opinions.
Yet, in contrast to classic surveys, it is more difficult to cor-
rectly map the target population. It may be difficult (albeit
possible) to gauge opinions among specific subpopulations
(Potzschke & Braun, 2016). However, it is almost impossi-
ble to get a representative picture of the entire general popu-
lation. Therefore, social media data cannot replace targeted
and structured surveys. Yet they are a useful extension, and
they can yield additional insights (e.g., via content analy-
sis and text mining) that are not bound to pre-formulated
questions and researcher-determined response categories. In-
stead, the focal topic can be determined by the social media
user; the information obtained there is not elicited in a “syn-
thetic situation” of a formal interview; and with regard to
both the amount of content and its format, the user can ex-
press him- or herself freely. To provide an application exam-
ple, the topic of sentiment analysis is currently gaining mo-
mentum. It deals with (the strength of) positive, negative, or
neutral sentiments as conveyed by the polarity of words, sen-
tences, or documents chosen by social media users (B. Liu
& Zhang, 2012). Newer approaches (Resch, Summa, Zeile,
& Strube, 2016) automatically extract from Twitter tweets
and posts from other social network sites affective content
that corresponds to the fundamental model of basic emotions
(anger, disgust, fear, happiness, sadness, and surprise; Ek-
man & Friesen, 1971) or the refined model of four basic
emotions (happiness, sadness, fear, and anger; Jack, Garrod,
& Schyns, 2014).

Leveraging user-generated social media data has one ma-
jor advantage over traditional surveys: the possibility of near
real-time analysis. Analyzing user-generated data allows
large-scale environmental, social, and geographic develop-
ments to be investigated “in the now,” rather than after they
occur. This kind of continuous cross-sectional monitoring —
with unknown changes in the population that produces the
data — is far from the quality of surveying a panel repeat-
edly in waves. However, it partly mitigates some shortcom-
ings of traditional surveys, such as their low temporal res-
olution. Recent examples demonstrate the suitability of so-
cial media data in applications such as earthquake detection
(Crooks, Croitoru, Stefanidis, & Radzikowski, 2013; Sakaki,
Okazaki, & Matsuo, 2010, 2013) or the analysis of political
sentiment (Caldarelli et al., 2014; Vasiliu et al., 2016; Wang,
Can, Kazemzadeh, Bar, & Narayanan, 2012).

Furthermore, in addition to unprecedented temporal gran-
ularity, collective sources often provide spatially distributed
data. Together with the high temporal resolution, a vast
amount of data is available, even though the number of ex-

plicitly geolocated messages is limited. For example, de-
pending on the topic under investigation, a maximum of 10%
of all Twitter posts are currently georeferenced (Anselin &
Williams, 2016). However, the majority of social media
posts occur in situ — that is, posted content often refers ex-
plicitly to local phenomena even when no geocoded tags ac-
company the posts (Cuevas, Gonzalez, Cuevas, & Guerrero,
2014).

User-generated data in general — and social media data
in particular — are sources of big data. Due to the opt-in
mechanism, such data may suffer from strong self-selection
and may not represent the population in its entirety; yet they
can well be used to monitor urban, social, and environmen-
tal processes (Anstead & O’Loughlin, 2015). Consequently,
they have been recognized by the World Health Organization
as a further means of monitoring health developments at the
population level (Conway & O’Connor, 2016).

3 Challenges and Recommendations

Although the applications of geodata and GIS tools dis-
cussed thus far open up promising new research avenues,
there are a number of challenges and pitfalls that survey re-
searchers interested in applying these applications in their
own research must bear in mind. Some are well known
among GIScientists, but less so among survey researchers
(and vice versa). In this section, we discuss these challenges
and pitfalls and, where possible, suggest some remedies.

3.1 Spatial Scale

Spatial scale is a central issue for GIScientists, and thus
for spatial data acquisition and analysis. Scale may refer to
different components of a geographic analysis, such as the
level of geographic detail at which observations are made
(“sampling scale”), the spatial range at which processes of
interest operate (“phenomenon scale”), or the degree of ab-
straction of a spatial analysis (“analysis scale”; Dungan et
al., 2002; Ruddell & Wentz, 2009). In a more technical
sense, scale comprises grain (the smallest distinguishable
parts possible) and extent (size of the study area; Turner,
Dale, & Gardner, 1989). This technical use has a geomet-
ric interpretation of scale. It prevails in physical geography,
but is often inappropriate when investigating social processes
through surveys. Socially meaningful spatial scales, such as
neighborhood, city, region, and nation, are often better suited
for surveys (McMaster & Sheppard, 2004).

Spatial scale is not only an objective frame of reference
for spatial phenomena but also a property of people’s sub-
jective perceptions of space that has a strong bearing on
their answers to questions about local geographic phenom-
ena. People perceive their spatial surroundings in unique
ways and imbue them with individual meaning (see Dan-
gschat, 2007). Respondents also use idiosyncratic spatial
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scales that are limited by their spatial perception capabil-
ities (Wender, Haun, Rasch, & Bluemke, 2003). For ex-
ample, when asked about their “local community,” voters
in the British Election Study thought of completely differ-
ent areas, ranging from streets and suburbs, through regions,
to whole countries (Fieldhouse, Green, Schmitt, Evans, &
van der Eijk, 2014). Different mental systems are involved
in perceiving phenomena at different spatial scales(see also
Hegarty, Montello, Richardson, Ishikawa, & Lovelace, 2006;
Montello & Golledge, 1999; Tversky, Morrison, Franklin, &
Bryant, 1999), and a number of intrinsic and extrinsic fac-
tors influence the idiosyncratic spatial scale that people use
(Witt, Proffitt, & Epstein, 2010), with well-established dif-
ferences in spatial perception along the lines of gender (after
puberty, males tend to perform better at spatial cognition;
Weiss, Kemmler, Deisenhammer, Fleischhacker, & Delazer,
2003), age (younger people tend to underestimate distances;
Sugovic & Witt, 2013), emotions (impacting on perception;
Zadra & Clore, 2011), and properties of the physical envi-
ronment (visual/acoustic cues; Iosa et al., 2012).

To illustrate, imagine an interviewer asking about an areal
region such as an urban green space, a residential neighbor-
hood, or a local community. Respondents will use their sub-
jective representations of the region based on their idiosyn-
cratic conception of space. Using their imaginations, they
will mentally construe the region in question. Hence, any
information gained when looking at space through the eyes
of survey respondents is potentially susceptible to scale dif-
ferences, because the location, shape, and size of any per-
ceived areas will influence respondents’ answers. For ex-
ample, whether there are enough early childhood education
and care centers in a suburb might crucially depend on the
correct or incorrect inclusion of an institution into the ref-
erenced area of interest, necessitating an accuracy check of
respondents’ mental representations. One can also try to ex-
ploit respondents’ expertise. For instance, citizens may in-
clude areas in their answers that have not been considered
by experts, which may be beneficial in natural hazard anal-
ysis when the goal is to identify areas prone to urban floods
(Klonner, Marx, Usén, & Hofle, 2016).

The fact that different respondents use different (and
highly idiosyncratic) spatial scales when thinking about the
physical environment — and that even one and the same re-
spondent may resort to different spatial scales when think-
ing about his or her surroundings — implies that respondents’
answers in any survey on the physical and social environ-
ments do not refer to a fixed, objective geographic frame
of reference (see Yabiku, Glick, Wentz, Ghimire, & Zhao,
2017, in this issue). Spatial heterogeneity manifests itself
as nuisance variance in the data, which increases the total
survey error (Groves, 2010). More specifically, heterogene-
ity in respondents’ spatial scales causes instabilities of es-
timated means of quantitative data (due to spatial trends or

discrete spatial regimes) and variances (spatial heteroscedas-
ticity; see Ord & Getis, 2012). Moreover, mixing highly
different individual representations of arbitrary regional con-
ceptions may not only render inferences based on such re-
sponses unreliable, or even bias-prone, but may even make
numerical aggregates of respondents’ answers difficult to in-
terpret. This spatial-scale-related heterogeneity contributes
to another form of (non-spatial) heterogeneity well-known in
survey research, namely variability due to differing respon-
dent and interviewer characteristics, or due to specific inter-
actions between interviewers and respondents (e.g., Gabler
& Labhiri, 2009; Schaeffer, Dykema, & Maynard, 2010; West,
Kreuter, & Jaenichen, 2013).

There are different ways to address such scale-related is-
sues: First, survey design requires careful construction of
questions and questionnaires. All items that refer to a spa-
tial phenomenon (e.g., “your neighborhood”) should be as
explicit as possible in order to lower the risk of ambigui-
ties. One possible solution is to assist interviewees by pro-
viding a map of the area of interest whenever possible (i.e.,
standardizing the geographic presentation). However, this
cannot always be smoothly integrated into the interview pro-
cess. Moreover, it does not fully rule out the problem of dif-
ferent subjective geographic representations, and the maps
provided to respondents restrict their answers to what is dis-
played on the map. As an alternative solution, mental maps
and sketch maps can be used to document respondents’ rep-
resentations of geographic space (Boschmann & Cubbon,
2014). Mental maps are free-form drawings, and sketch
maps are accurate maps augmented by the respondents, al-
lowing the researcher to get a clearer picture of the respon-
dent’s inherent scale use (e.g., Coulton, Chan, & Mikelbank,
2010). Using mental maps minimizes the risk of accidentally
mixing different scales during analysis and interpretation.

3.2 The Modifiable Areal Unit Problem

The modifiable areal unit problem (MAUP Openshaw,
1984) is a well-known issue that occurs when researchers
aggregate data to reflect areal units. MAUP describes the
fact that the choice of an — often arbitrary — spatial unit for an
analysis can influence the outcomes of that analysis. Figure 1
illustrates how the three key characteristics of spatial units —
location, shape, and scale — affect the analysis of underlying
data points (e.g., from georeferenced surveys). For example,
obesity rates can be meaningfully analyzed at the country
level or at the state level. Depending on the level, we might
see a different statistical pattern, either A or B, and draw the
respective conclusions. Yet, even though the shape of geo-
graphic units (e.g., state borders) can certainly carry mean-
ing for political and administrative bodies, it is still arbitrary
and does not necessarily best reflect the aggregated data and
the associated data-generating processes (from a causal or
associative point of view). Given that the geographic units
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are arbitrary, so, too, is their position (encompassing specific
locations) and the resulting distribution of data points to be
aggregated. Even if the lattice of administrative units were
transformed only marginally, the substantive conclusions that
a researcher arrives at might change drastically.

MAUP is one of the long-standing and still unresolved is-
sues in GIScience, and its ramifications are vividly discussed
throughout different academic fields. Recent examples in-
clude investigations of human mobility (Mitra & Buliung,
2012; Xu, Huang, Dong, & Abdel-Aty, 2014), criminology
(Gerell, 2017; Vogel, 2016), and forestry (Kozak & Szwa-
grzyk, 2016; Mas, Pérez Vega, Andablo Reyes, Castillo San-
tiago, & Flamenco Sandoval, 2015). For instance, Mitra and
Buliung (2012) related properties of the built environment to
children’s mode of active/passive school transportation (i.e.,
whether they walk or cycle to school rather than taking the
bus). Testing six different spatial configurations, they found
that the sign as well as the size of the regression coefficients
varied across scales and polygon forms used for defining the
built-environment variables. Similarly, Vogel (2016) investi-
gated the relationships between environmental factors and vi-
olence. Respondents were aggregated to reflect census tracts
as well as units at the city block level. While the analyses re-
vealed significant associations of the environmental factors,
the effect of the geographic neighborhood did not exist at the
block level, but only at the level of census tracts. As these
examples show, the effect of MAUP on survey outcomes can
be severe. MAUP should be taken into account by testing the
replicability across different spatial units.

For survey researchers, MAUP matters (a) for the answers
given by respondents on the basis of subjective representa-
tions of geography (mental representations of spatial phe-
nomena), and (b) for the objective scale of georeferenced ex-
ternal data. MAUP is thus an important issue when it comes
to augmenting classic survey data with external data such as
census variables. External data are often in aggregated form,
not free from geometric arbitrariness. The choice of the ge-
ographic level of analysis in many studies to date appears to
have been driven largely by data availability rather than by
a priori theoretical considerations of what constitutes mean-
ingful context information. For instance, when analyzing the
impact of covariates on respondents’ answers, as in the pre-
vious example taken from Vogel (2016), it is clear that some
information is available only through the census. If surveys
release only geoidentifiers that refer to a rather coarse scale
(e.g., state or county in the U.S.), researchers cannot look at
covariates at a finer scale. In such cases, MAUP is essentially
inevitable, but it should be kept in mind when drawing any
inferences.

While the available level may be appropriate for many re-
search questions, it would be desirable to devote greater at-
tention to the choice and justification of the geographic level
of analysis. Ideally, researchers would consider using the ge-

ographic level that appears most appropriate from a theoreti-
cal point of view, rather than the level for which data happen
to be available. Moreover, they should report whether their
substantive findings are robust across different geographic
levels of analysis (e.g., Saib et al., 2014).

3.3 Maps, Distortion, Meaning, and Visualization

Another perennial issue in GIScience is the cartographic
representation of the results generated through geospatial
analysis. Unlike typical charts, maps can be used to bias
communication in ways that survey researchers might be
less familiar with. As Monmonier (1996) states, cartogra-
phy has the power to bias the presentation of spatial informa-
tion by generating “selective truth”. Cartographic styles may
strongly influence which information is ultimately perceived
by the respondent. Ways of biasing maps include, inter alia,
the choice of spatial aggregation and scale levels (related to
MAUP), but also the selection of suggestive color ramps, the
creation of categories and classes according to different cri-
teria (natural statistical breaks, quantiles or units of standard
deviations, etc.), the presentation of relative or absolute num-
bers, the influence of different coordinate reference systems
(geographic vs. projected), or the choice of icons that repre-
sent geographic features. Figure 2 illustrates these effects by
showing the same piece of information (crude U.S. birth rate
in 2000) in different ways as originally described by Mon-
monier (2005). Thus, the information obtained from maps
may be subject to arbitrariness, regardless of whether they
are used for survey sampling, as visualization aids in a sur-
vey, or to draw inferences from an analysis. The complex
questions involved have given rise to the scientific endeavor
known as “critical cartography” (Crampton, 2010; Crampton
& Krygier, 2005).

3.4 Analyzing Context and Using Georeferenced Con-
textual Data

Several problems exist that relate to the concept of “con-
text”. According to Dey (2001), context is defined as im-
plicit or explicit information that is useful to characterize a
situation. External, physical contexts are strongly associated
with the objective physical environment, typically measured
by physical sensors (e.g., room temperature). However, as
noted in sections 2.4 and 2.5 above, contexts can also be
described through respondents’ subjective impressions at an
individual level (Hong, Suh, Kim, & Kim, 2009) or by aggre-
gating respondent data from wearables and tracking devices
(Bettini et al., 2010; Sagl, Resch, & Blaschke, 2015). The
spectrum of available technologies for capturing contextual
information allows situational features to be quantified com-
prehensively and in unprecedented detail. These features in-
clude geographic aspects such as current environmental con-
ditions (weather, air quality, etc.), the human perception of
urban spaces, and the individual and collective behavioral
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Location

Shape
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Figure 1. Three researcher-dependent aspects illustrating the influence of MAUP on data analysis: different locations resulting
from shifted polygon positions, different distributions as a function of distinct polygon shapes, and different scale resolutions
due to diverse polygon sizes (resulting in different aggregation effects).

responses to a range of functional settings including traffic
infrastructures, open spaces, neighborhoods, or residential
areas. All these settings are of considerable importance for
human-environment interactions and citizens’ quality of life,
yet the number of characteristics with which to describe (and
analyze) the impact of these contexts is manifold.

One limitation of most socioecological research to date is
that — again due to data availability — it adopts a rather static
view of contexts. The contextual information in these stud-
ies is often confined to cross-sectional snapshots, with the
result that the dynamic nature of contexts goes unnoticed.
We would like to challenge survey researchers to aim for a
more dynamic conceptualization of contexts. Environments
change (as do people). Once chosen for analysis, geographic
variables may not represent the same context a few days,
months, or years later. For instance, contextual factors, such
as weather conditions, traffic density, air pollution, vegeta-
tion, etc., are characterized by high spatial and temporal vari-
ability. Especially if longitudinal data on individual survey
respondents are available, there may be ample opportunity
to also treat contextual information as time-varying. Link-
ing changes in ecological variables to variation in individual-
level outcomes may stimulate new research questions and
also aid in identifying the direction of causal influence.

Another challenge arises when individual survey data are
aggregated to a geographic level in order to map them into a
spatial context and infer something about the target popula-
tion or the context. When participating in a survey, individ-
uals may provide answers about their current environment
as indicated by a GPS location, and they may appear to be
knowledgeable about the reference object. However, their
true degree of expertise may be concealed due to the com-
plexities of the question-answering process. For instance,

participants might be living in different environments dur-
ing the week than at the weekend (e.g., commuters). Simply
assuming that data reflect information about some location
just because a location happens to be available can introduce
error of unknown magnitude, especially if respondents’ an-
swers are mapped to geographic units to which their answers
do not actually belong (e.g., due to imprecise question word-
ing, or participating in a survey on a mobile device at an
unintended location that differs from what is reported as the
place of residence, etc.).

Finally, any mapping of survey data to geographic units is
done on the assumption that geographic units can be validly
characterized by individual survey responses. Only then
can statistical aggregates across respondents legitimately de-
scribe the specified geographic unit — for instance, by means,
variances, and other indices of heterogeneity such as frac-
tionalization and polarization (Chakravarty, 2015). For this
assumption to be valid, two minimum requirements must be
met: (a) For reliable estimates, the number of data points
from individual response units (cases) per geographic unit
must be large enough in relation to the unit population that
the aggregate measure intends to describe; if not, a higher ag-
gregation level (and spatial scale on which conclusions can
be drawn) may be required. (b) The survey sample must be
sufficiently representative of the target population character-
istics in each geographic unit, lest bias arise in characterizing
the unit by aggregate measures. Great care must be exerted
in testing the extent to which the data can be considered rep-
resentative of the target population and the contextual vari-
ables inferred from them (Doff, 2010), especially if partic-
ipant self-selection and participants’ selective mobility are
not controlled for (see Jokela et al., 2015; Rentfrow et al.,
2015).
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Figure 2. Reprint of Monmonier’s (1996, 2005) classic example of “how to lie with maps”

: Arbitrary choices influence which

information is being communicated with, and obtained from, maps.

3.5 Fallacies and Statistical Issues

With the increasing availability of big data and geocoded
databases, there is also an increased risk of inferring eco-
logical relationships (based on aggregate data) that may lead
to misleading causal inferences if these are extended to the
level of individual agents. For instance, some geographic
areas may be inhabited by groups of different sizes (major-
ity/minorities), and the same areas may have different like-
lihoods of showing other characteristics. But that does not
mean that the statistical relationship between aggregate prop-

erties supplies the right clue to the underlying causal path-
ways.

For example, it is possible to obtain area data on crime and
correlate them with other area-level information (e.g., ethnic
composition). The temptation is to natively use the aligned
skewed base rates of attributes to infer a relationship be-
tween them where none actually exists — a so-called pseudo-
contingency (Kutzner & Fiedler, 2017). Higher crime rates
may be observable in areas with a higher prevalence of a
minority group. And yet the relationship at the aggregate
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level cannot hold the minority accountable for the crime rates
observed in the areas in question. Based on the observed
aggregate-level information, pseudo-contingencies provide a
legitimate proxy for inferences at the ecological level. How-
ever, they are, at best, a heuristic for individual-level infer-
ences. They may reflect genuine contingencies under var-
ious conditions, yet pseudo-contingencies are also at risk
of inviting the wrong inference level. As the access to
databases with high geographic resolution increases, survey
researchers and GIScientists have a responsibility to ensure
the correct interpretation of their data. We may face an in-
creasing ethical obligation to correct blatant misuse of data
(e.g., for political or ideological purposes).

We caution readers that, irrespective of the specific ag-
gregation level chosen, there is always the risk of an ag-
gregation bias, which refers to the difference between re-
sults established at the level of the units of analysis (say,
states or groups) and results established for lower levels of
analysis (say, counties or individuals) when using aggre-
gated data. Making inferences from higher to lower levels
runs the risk of committing an ecological fallacy (Pianta-
dosi, Byar, & Green, 1988), whereby an observed associa-
tion between variables is erroneously taken to operate at a
lower aggregation level than the one actually studied (Robin-
son, 1950, 2009, 2011). Conversely, an individualistic fal-
lacy may result when relationships observed at a micro-level
are erroneously extrapolated to a macro-level (Clark & Av-
ery, 1976). For example, the outcome of encounters between
social groups cannot be predicted on the basis of how in-
dividual group members from different groups interact with
each other (Doerr, Plant, Kunstman, & Buck, 2011; Lichter,
Parisi, & Taquino, 2012). Drawing conclusions about indi-
viduals (the survey units) through aggregated quantities (to
match the geographic units) — and vice versa — requires draw-
ing inferences carefully and properly (Grotenhuis, Eisinger,
& Subramanian, 2011), which usually necessitates multi-
level data analysis (Nezlek, 2008).

Furthermore, when using georeferenced data, many sta-
tistical methods are no longer suitable. Spatial autocorrela-
tion — that is, the degree to which one object is similar to
other spatially nearby objects (Goodchild, 2009) — jeopar-
dizes the independence requirement of many statistical tech-
niques. The phenomenon refers to the common finding that
observations with a higher proximity in geographic space
tend to be more similar to each other than those at a greater
distance; this often results in patterns such as gradients or
clusters. Such patterns may also be found among survey
data. Using spatially distributed data that are either exter-
nally linked to, or gathered from, surveys requires methods
of data analysis that detect, describe (i.e., quantify), and, if
necessary, adjust for the presence of spatial autocorrelation
(Assuncao & E.-A. Reis, 1999; Banerjee, Carlin, & Gelfand,
2015; Getis, 2010; Oden, 1995; Waldhor, 1996). We refer

interested readers to an online introduction! and to recent ac-
cessible treatises of applied spatial analysis (Fischer & Getis,
2010; Ward & Gleditsch, 2008).

3.6 Analyzing User-Generated and Spatiotemporally
Distributed Data

Another set of challenges arises when integrating new
methods of data collection such as citizen sensing (i.e., ac-
quiring people’s feedback through dedicated technologies
such as smartphone apps) or linking collective data sources
(e.g., mobile phone or social networks) with traditional sur-
vey approaches. Traditional ways of analyzing geospatial
data mostly presume a well-defined data acquisition process
and follow Tobler’s 1970 first law of geography, according
to which processes happening close to each other have a
stronger influence than distant ones. However, Tobler’s law
may not hold for most user-generated data. For example, so-
cial media posts about a large-scale sports event or a national
election may be related in time (when they are posted) and
semantics (the content of the posts), but not in geographic
space (as they may be sent from users in different places
throughout the world). “Virtual neighborhoods” (e.g., peo-
ple someone follows on Twitter) may have more influence
on a person’s attitudes than spatial neighbors. The reason
is that the data-generating process for social media posts (as
opposed to “traditional” spatial data like demographic data
or transportation infrastructure data) is not standardized, nor
is it under the control of a researcher. Instead, the mecha-
nisms generating user-driven data are unpredictable and tech-
nically arbitrary; user motivations are often hidden, but they
are likely to be context-bound. This non-standardized, un-
controlled data-generating process also implies that repre-
sentativeness for the whole population may be impossible to
achieve with data from wearables, citizen sensing, or social
media (although targeting more specific populations may be
realistic; Potzschke & Braun, 2016). This issue has been
largely neglected in previous research, and it constitutes a po-
tentially high-impact research gap, even though first attempts
at overcoming it within spatial analyses are being made (for
the case of social media data, see Westerholt, Resch, & Zipf,
2015, 2016).

Another still largely unresolved question is how partic-
ipants’ responses are influenced by repeatedly interacting
with technical devices (smartphones), especially if they fre-
quently encounter dedicated survey questions. From a psy-
chological viewpoint, besides typical memory errors, this
may induce several kinds of biases. First, conditioning ef-
fects may occur such that people become conditioned to
specific locations and provide pre-determined answers that
they have learned to automatically associate with the loca-

Thttps://docs.aurin.org.au/portal-help/analysing-your-data/
spatial-statistics-tools/introduction-to-spatial-autocorrelation
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tion when prompted for responses. Given the frequency of
recurring situations, they may not be motivated to engage
with the question as expected. Due to the cooperative prin-
ciple that governs effective communication (Grice, 1975),
some respondents may alter their statements when answer-
ing questions repeatedly — although their opinions have not
really changed — because they think that new information
must be provided; other respondents may stick with what
they answered earlier in order to appear consistent and not
contradict themselves. Second, it may not always be possi-
ble to gain reports immediately at the location of interest.
However, delayed responding may introduce retrospective
bias (e.g., inaccurate recall, recency effects, false memories)
into respondents’ cognitive representations (e.g., Steffens &
Mecklenbriuker, 2007). Survey researchers can offer spe-
cific advice on how to minimize the impact of such biases on
survey quality.

Still, as the availability of data from wearables, social me-
dia, and other new data sources increases, greater research
efforts will be necessary to resolve questions of survey de-
signs, data quality, representativeness, and potential biases,
and to link these new data to traditional surveys. Here, GI-
Scientists can benefit from the expertise of psychologists and
other social scientists with regard to traditional surveys, and
we call on these disciplines to jointly tackle the aforemen-
tioned issues. Compared to traditional surveys, surveys in the
domain of GIScience often encompass user-generated data,
or they comprise a strong technological component (e.g.,
GPS receivers, physical assessments, advanced spatial ana-
lysis techniques).

Whatever survey concept applies, full documentation of
the survey design and its quality is required because only
this approach permits estimating, and potentially correcting
for, sources of sampling related error (Dever, Rafferty, & Val-
liant, 2008; Gabler & Quatember, 2013). The documentation
should include intended and actual populations under study
(to determine over- and under-coverage) as well as the sam-
pling design, the obtained sample size, and the reasons for
any missing data (e.g., non-response, drop-out; Little & Ru-
bin, 2002). With new forms of data, such as data from so-
cial media, this information may be unavailable, so that the
quality of the data collection cannot be assessed (Brickman
Bhutta, 2012). However — depending on the study goal — this
information may be an indispensable requirement (P6tzschke
& Braun, 2016; Rothman, Gallacher, & Hatch, 2013). More-
over, most current approaches in geospatial analysis rely on
well-defined data structures with known degrees of uncer-
tainty and small error margins, although these requirements
are not met by vast portions of user-generated data (Steiger,
Westerholt, Resch, & Zipf, 2015). Guidelines may help
researchers to minimize total survey error (Groves, 2010)
and improve total survey quality under budgetary constraints
(Biemer, 2010), for instance, those published by the German

Data Forum (RatSWD — Rat fiir Sozial- und Wirtschaftsdaten
[German Data Forum], 2015), AAPOR?, and ESOMARS?.

3.7 Privacy Concerns and Data Protection Issues

The last challenge we highlight is the use of any personal
— including geocoded — data and researchers’ ethical obli-
gation to protect users’ privacy (Goebel, Wagner, & Wurm,
2010; Goebel, Wurm, & Wagner, 2010). Typical privacy
risks are presence leakage (an attacker might identify indi-
viduals present in, or absent from, the database) and associa-
tion leakage (an attacker might unambiguously associate in-
dividuals with sensitive information). The risk of deductive
disclosure — identifying a person by a combination of per-
sonal characteristics — is a challenge for GIS research (due to
the inclusion of geocodes, tracking of individuals, and data
linkage). This issue calls for technologies and legal frame-
works to protect data against deductive disclosure of partici-
pants’ identities, unintended transfer, or other misuse by third
parties (Barcena, Wueest, & Lau, 2014).

Legislation that ensures a degree of data safety (keep-
ing data available in the future) and data security (limit-
ing access to data) varies from country to country. Con-
sequently, researchers sharing sensitive data in international
collaborations may have to deal with diverging legal require-
ments and policies for raw and derived data across various
countries. Moreover, respondents’ willingness to voluntarily
share highly personal data with scientists differs across indi-
viduals and settings. However, support for research is usually
closely linked to trust in the security of data and their protec-
tion against misuse. Ironically, many users willingly share
private information in other places and do not actively try to
conceal or protect it, even if they claim that they are con-
cerned about their privacy (Acquisti, John, & Loewenstein,
2013). A striking example is the vast amount of sensitive
data (including rich location data) that people share on social
media platforms such as Facebook, where they typically have
little influence on data collection and processing policies.
Likewise, estimates show that one-third of the free smart-
phone apps collect location information, yielding numerous
possibilities of analyzing geographic data and extracting in-
formation from them (Kersten & Klett, 2012). Apparently,
operators and service providers — whose business models of-
ten rest on collecting and selling customer/user data (e.g.,
Google) — effectively insinuate that less privacy is the new
social norm, and that it means better services for the user
(Johnson, 2010).

On the researcher’s side, several means exist to protect
participants and their rights, including privacy (kounadil$5 ).

Zhttp://www.aapor.org/Standards- Ethics/Best-Practices.aspx
http://www.esomar.org/knowledge-and-standards/

codes-and- guidelines/guideline-on-opinion-polls-and-published-surveys.

php
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First, all participants should participate voluntarily in data-
rich scientific studies through an opt-in agreement, after a
thorough briefing (informed consent) — something that is
rather self-evident from the perspective of survey research.
Principal investigators and researchers must enter into a data-
sharing agreement about which data will be collected, ana-
lyzed and stored, where and for how long, and who will have
access to them.

When data are to be stored and made available to other re-
searchers, a possible way of allaying concerns about privacy
is to restrict access to sensitive data. For instance, it might
be feasible to use different levels of access privileges to sen-
sitive datasets in a data archive (“data enclave”; Lane, Stod-
den, Bender, & Nissenbaum, 2014). However, such archives
usually involve increased levels of burden. Sometimes, only
aggregate query results can be obtained, or access might be
limited to eligible researchers in a controlled, secure environ-
ment with high-security data storage facilities (e.g., GESIS’
Secure Data Center with an on-site safe room:*. Sharing
multi-site research data safely (via the cloud) during collec-
tion requires technical solutions that are still in their infancy,
and new standards will have to be developed and enforced
(Palanisamy & L. Liu, 2015; Veena & Devidas, 2014).

For applications that require the collection and storage of
personal information, the Electronic Frontier Foundation and
others recommend anonymizing data and using strong cryp-
tographic protocols at various stages of data transmission and
handling. However, trajectories of people moving through
space (at specified times) can still undermine anonymity.
In the case of spatial information, more specifically, previ-
ously anonymous users can be re-identified relatively easily
by their spatial profiles because personal geodata are highly
unique to an individual. Indeed, de Montjoye, Hidalgo, Ver-
leysen, and Blondel (2013) showed that only four random po-
sitions from a person’s GPS track can be enough to identify
an individual. In this context, the concept of location privacy
describes the ability of an individual to move in public space
without their geographic location being collected or stored.
The most restrictive way to achieve location privacy and to
prevent misuse of personal data is to opt out of research alto-
gether and to prohibit the collection of any data (Blumberg &
Eckersley, 2009) — which is not usually a scientifically viable
option. If possible, trajectory data should be analyzed and
shared at an aggregated rather than an individual level. Fur-
thermore, privacy should also be protected by splitting tra-
jectories into sub-paths so that they cannot be reconstructed.
Although this involves a certain amount of information loss,
the restoration of identities is prevented (see Sattar, Li, Ding,
Liu, & Vincent, 2013; Wang, 2010).

It is often necessary to georeference the survey data so
that they can be mapped to relevant spatial units in order,
for example, to link individual respondents’ data to contex-
tual data. Several methods of georeferencing exist. Direct

georeferencing requires that exact locations be collected via
spatial coordinates (e.g., 2D or 3D, GPS). Indirect georefer-
encing assumes that relevant spatial units are inferred from
postal codes, administrative units, etc. However, the use
of online geocoding services for converting terms such as
ZIP codes to locations such as latitude, longitude, and ele-
vation by means of direct georeferencing (e.g., via Google
services) should not, in our view, be the first choice, and —
depending on laws or policies, typing in sampled addresses
into Google maps may be even probited. Geocoding involves
the risk that non-aggregated scientific use files might become
de-anonymized, as geocodes potentially undermine a user’s
location privacy. Even though single locations are not reveal-
ing in themselves, complete time-stamped location patterns
may be used to identify an individual (especially if a com-
pany knows more about that individual than the information
contained in the scientific data). Moreover, reverse geocod-
ing — back coding of latitude and longitude to a comprehen-
sible address — involves the risk that an individual’s identity
will be leaked — even from mere dots representing individ-
uals on a published map. Identity leakage from maps can
be prevented by aggregating data points prior to drawing the
map or by skewing the presentation of individual data points
(Brownstein, Cassa, & Mandl, 2006).

Instead of using geocoding services from companies with
commercial interests, we suggest using public geocoding ser-
vices such as that provided by the German Federal Agency of
Cartography and Geodesy (BKG). This service allows users
to tag any geographically identifiable object (e.g., on the ba-
sis of available address information) with precise geographic
coordinates (reverse geocoding is possible, too). It is usu-
ally available only to federal authorities. However, under an
agreement between GESIS and the BKG, it may also be used
by other institutions (Schweers, Kinder-Kurlanda, Miiller, &
Siegers, 2016).> Some specialized centers provide software,
services, and support for linking databases while observing
privacy-preserving record linkage (e.g., German Data Link-
age Center Schnell, 201 3a)®. The U.S. Census Bureau main-
tains an application programming interface (API), the Cen-
sus Geodcoder, for real-time and batch geocoding of residen-
tial addresses — a service that is free, fast, and accurate’.

Note that bias can be introduced later on when linking the
datasets (Sakshaug, Couper, Ofstedal, & Weir, 2012). Re-
spondents who are used to being interviewed about sensitive
issues (e.g., political attitudes) may not be willing to con-
sent to their data being linked to additional databases, and
those who are willing may not be representative of the popu-

“http://www.gesis.org/en/services/data-analysis/
data-archive-service/secure-data-center-sdc
Shttp://www.gesis.org/forschung/drittmittelprojekte/
projektuebersicht-drittmittel/georefum
Shttp://www.record-linkage.de
"https://coding.geo.census.gov/geocoder
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http://www.gesis.org/forschung/drittmittelprojekte/projektuebersicht-drittmittel/georefum
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lation. GIScience participants may agree to be tracked (e.g.,
resulting in trajectories), yet this may be due to previous self-
selection (which would be accompanied by overall lower re-
sponse rates). Initial self-selection and subsequent selective
dropout may introduce bias into a combined dataset.

We conclude this discussion by encouraging researchers
to reflect on the ethical implications and the long-term so-
cietal impact of fine-grained spatial analyses. For example,
terms such as “air quality” or “pollutant dispersion” are only
surrogates for more direct and far-reaching influences on in-
dividuals, such as life expectancy, respiratory diseases, or
quality of life (Resch, Britter, & Ratti, 2012). Knowledge
about these phenomena at high geospatial resolutions may
affect relevant aspects in people’s lives, such as health insur-
ance rates or real estate prices. Researchers’ ethical respon-
sibility to find the appropriate spatial granularity level when
providing information and communicating research findings
has never been more acute. The scientific drive to provide
ever more accurate, possibly finer-grained, and complete in-
formation competes with other ethical principles surrounding
privacy concerns and prevention of misleading conclusions.

4 Conclusion

In this article, we have discussed the promising new op-
portunities of integrating GIScience tools into survey re-
search in general, and psychological survey research in par-
ticular, and the challenges associated with these opportu-
nities. In so doing, we have focused mainly on how sur-
vey research can profit from incorporating recent advances
in GIScience. We highlight, however, that GIScientists can
also profit greatly from the accumulated wisdom in survey
research methodology, for example, when thinking about
measurement and assessment, data quality, or representative-
ness. We are certain that intensified interdisciplinary dia-
logue holds great potential for future research. In our view,
both survey researchers and GIScientists would benefit from
incorporating each others’ traditions into their own theoriz-
ing and methodologies. In this process, survey researchers
can act as consultants to GIScientists just as much as GI-
Scientists can inspire survey researchers with new advance-
ments.

A stronger integration of the research traditions will also
enable highly inspirational interdisciplinary research. Future
research at the intersection between survey research method-
ology and GIScience may even blur the very boundaries of
the survey concept and bring us closer to studying the person
— context transactions that are deemed crucial in shaping in-
dividual behavior and development (Bronfenbrenner, 1979;
Lerner, 1991). Thanks to the progress that has been made in
GIScience, the study of the current environment that Lewin
(1936) once envisioned can now include precise temporal
and spatial aspects. Context information can increasingly be
incorporated in real time, and it may be based on subjective

as well as objective contextual characteristics of individual
situations.

Obviously, the fruitfulness of future research enterprises
depends on the engagement of researchers from both sides,
their growing awareness of the tools, methods, and concepts
they offer each other, and of the goals and challenges associ-
ated with each of them. We hope that this overview will be
instrumental in fostering dialogue between survey research
and GIScience.
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Appendix
Tables
Table Al
Glossary of Terms
Label Explanation References
Geography The discipline dealing with the interactions be- Clifford, Holloway, Rice,
tween humans (or natural systems) and space. The and Valentine (2009)
endeavor is limited to the humanly comprehensi-
ble scale.
Geographic Information The discipline that investigates theoretical issues  Goodchild (1992, 2010)

Science (GIScience)

Geoinformatics

Geographic Information

System (GIS)

regarding the nature, acquisition, storage, analy-
sis, and presentation of geospatial information and
data, while abstracting these from specific geo-
graphic questions.

Largely overlaps with GlIScience; preferred
among German-speaking scholars; stronger tech-
nological focus, as it accentuates the development
and application of methods and technology.

A GIS is a system of hardware, software, and
procedures to support the capture, management,
manipulation, analysis, modeling, and display
of spatially-referenced data for solving complex
planning and management problems.

de Lange (2013)

Goodchild and Kemp (1992)
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