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Since COVID-19 became a pandemic, many studies are being conducted to get a better un-
derstanding of the disease itself and its spread. One crucial indicator is the prevalence of
SARS-CoV-2 infections. Since this measure is an important foundation for political decisions,
its estimate must be reliable and unbiased. This paper presents reasons for biases in prevalence
estimates due to unit nonresponse in typical studies. Since it is difficult to avoid bias in situ-
ations with mostly unknown nonresponse mechanisms, we propose the maximum amount of
bias as one measure to assess the uncertainty due to nonresponse. An interactive web applica-
tion is presented that calculates the limits of such a conservative unit nonresponse confidence

interval (CUNCI).
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1 Introduction

Since the start of the lockdown policies, influential sci-
entists and organizations from the medical sciences (e.g.,
Deutsches Netzwerk fiir evidenzbasierte Medizin, 2020;
Ioannidis, 2020) asked for population estimates of the preva-
lence of SARS-CoV-2 infections. Such prevalence estimates
are also requested for the decisions regarding policy changes.
Since these policies affect the economy, public and private
life, and above all the health of the population, it is of great
importance that these prevalence estimates are highly reliable
and as unbiased as possible.

In the meantime, several studies from medical science
have been fielded. These studies are designed to estimate—
among others—the prevalence of SARS-CoV-2 infections.
In Germany, the most visible instances are the COVID-
19 Case-Cluster-Study, commonly known as the “Gangelt-
Study” (Streeck et al., 2020), and “KoCo19”, the prospective
COVID-19 cohort study (Radon et al., 2020).

Most of these studies emphasize the use of probability
samples as a prerequisite for the estimation of prevalence.
At the same time, however, they often seem to pay less atten-
tion to the many other sources for biases that survey method-
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ologists discuss under the heading of the total survey error
framework (Groves et al., 2009).

Population estimates of prevalence require a well-
controlled sampling design. The general research design for
such population estimates thus differs significantly from the
design of the laboratory and clinical studies used for the es-
timation of treatment effects that are typical in medical sci-
ence. It is therefore advisable that survey methodologists and
specialists from medical science work together.

In this respect, we aim to increase the awareness of one
of the other possible sources for biases: unit nonresponse.
Unit nonresponse may or may not lead to biased estimates of
population parameters. However, if a bias occurs, univariate
statistics—such as the prevalence—tends to be particularly
sensitive to it. We will show that there are several ways how
nonresponse can bias the estimate of the prevalence. More-
over, it turns out that it is not possible to formulate a clear
expectation about the direction of the bias. Thus, we do not
know whether the estimates of the prevalence are too high or
too low. Given this situation of great uncertainty, we propose
a straightforward method to estimate a more conservative in-
terval for the estimate. This interval contains the prevalence
without unit nonresponse with certainty. We also provide ac-
cess to an online tool that allows for fine-tuning the method
to more realistic scenarios, leading to narrower intervals.

This paper, and the intervals proposed therein, focus
solely on the bias due to unit nonresponse. As already men-
tioned, researchers need to consider several sources for error
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to get an unbiased estimate (e.g., measurement error, sam-
pling error, coverage error, etc.).

2 Nonresponse Bias

Many scientists consider probability samples as a precon-
dition to make inferences from a sample to the population
(e.g., Bethlehem, 2015; Cornesse et al., 2020; Kohler, 2019;
Maclnnis, Krosnick, Ho, & Cho, 2018). But even the best
sampling design may fail if some of the selected units do
not participate in the study (known as “unit nonresponse”).
Unit nonresponse is a common problem in surveys; there has
consequently been a lot of research into the reasons for and
impact of unit nonresponse, as well as solutions to deal with
it (e.g., Bethlehem, Cobben, & Schouten, 2011; Groves &
Cooper, 1998; Schnell, 1986, 1997). The theoretical amount
of bias in the sample mean originating from unit nonresponse
is well known from Bethlehem (1988, p. 254).! In practice
the calculation of the amount of bias is not possible since
the information for the nonrespondents is missing. Never-
theless, the following equation can be used to visualize the
factors that influence the amount of bias. In terms of the
prevalence P of SARS-CoV-2 infections, the amount of bias
in the estimated prevalence is approximately

0(SARS-CoV-2) - o(m) - po(SARS-CoV-2, )

/4

ey
with o(SARS-CoV-2) being the standard deviation of an in-
dicator variable for SARS-CoV-2 infections in the popula-
tion and o () being the standard deviation of the individual
response probabilities. p(SARS-CoV-2, ) is the correlation
between the SARS-CoV-2 indicator and the response proba-
bility, and 7 is the average of the individual response proba-
bilities.

The denominator in equation (1) can be considered as the
response rate. If the true denominator is high, the response
rate will be high, and thus the bias small. That is intuitive:
the less unit nonresponse, the smaller the unit nonresponse
bias.

However, the equation also shows that nonresponse does
not necessarily create bias. If the numerator were zero, low
response rates would not create bias. If the numerator re-
mains very small, the bias will remain small even for low
response rates.’

The numerator is a product of three factors. Thus, it will
become zero if one of the three factors is zero. So, what
do we know about each of the three factors for the case of
SARS-CoV-2 prevalence studies?

The first factor, o0 (SARS-CoV-2), is the standard deviation
of an indicator variable for an actual or passed SARS-CoV-
2 infection. This factor would be zero if either everyone or
no one in the population were infected with SARS-CoV-2.
Since a prevalence study that starts from such an assumption
is pointless, we assume o (SARS-CoV-2) # 0.
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Figure 1. Missing data mechanisms

(d) Direct effect
SARS-CoV-2 —— 7

The second factor, o-(r), would be zero if all sampled units
had the same probability of participating in the study. The
third factor, p(SARS-CoV-2, ), is the correlation between
the response probability and an infection with SARS-CoV-
2. The conditions for a zero or non-zero correlation will be
discussed in section 3, depending on the assumed missing
data mechanism. In section 4, we then give various practical
examples to expect that po(SARS-CoV-2, ) # 0, and thus &
is likely not a constant.

3 Missing Data Mechanisms

The concepts discussed here go back to Rubin (1976). In
the methodological and statistical field, they are well known
as “Missing Completely At Random” (MCAR), “Missing At
Random” (MAR), and “Missing Not At Random” (MNAR).
Since these terms are often misunderstood outside of the sta-
tistical community, we stopped short from using them here.
For the sake of simplicity, we just give a rough idea of these
mechanisms and introduce terms that are arguably less mis-
leading for readers outside the field. For a detailed descrip-
tion see, for example, Enders (2010), Groves (2006), Rubin
(1976).

Figure 1 shows simplified representations of four response
mechanisms.® In each graph, arrows represent causal effects.
The variable at the start of the arrow causally affects the vari-
able at the tail of the arrow.* For the special case of this
graphic, two variables are associated if it is possible to con-
nect them with a path of subsequent arrows, no matter in
which direction.

'Remember that an estimation of the prevalence is the sample
mean of a variable with values 1 and O for having a SARS-CoV-2
infection, or not having one.

ZNonresponse is still a problem because it reduces the number
of cases leading to inflated standard errors.

3The graphics are adapted from Groves (2006).

4See Elwert (2013) for an introduction to the formal graphical
language used in the graphs.
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In Figure 1a, some variables X cause a SARS-CoV-2 in-
fection, and some other variables Z affect the response prob-
abilities, 7.°> Since there is neither a connection between Z
and X nor any other connection between SARS-CoV-2 and
7, SARS-CoV-2 and the response probabilities are uncorre-
lated. Hence, this missing data mechanism would not cause
any unit nonresponse bias in the prevalence estimate.

In Figures 1b and lc, both the response probabilities and
the SARS-CoV-2 infections are caused by one or more com-
mon causes, Z resp. £, which leads to a non-zero correlation
of m and SARS-CoV-2. In Figure 1b, Z is assumed to be
observed, so that it can be taken into account in the analy-
sis in a way that removes the association, and thus the unit
nonresponse bias. However, in Figure 1c, the common cause
¢ is considered to be not observed (or not observable). In
this case, the common cause cannot be taken into account,
which leads to a biased estimate of the prevalence. Observ-
ing the common causes could remove the bias. But therefore,
it must be observed for both, the respondents and the nonre-
spondents.

Finally, Figure 1d shows the case when a SARS-CoV-2
infection directly affects the response probabilities. If this
were the case, there would be a correlation between these two
variables and therefore a bias in the prevalence estimate.®

4 Missing data mechanisms in COVID-19 studies

In the following, we discuss various arguments to sus-
tain the assumption that the response probabilities are nei-
ther constant nor uncorrelated with SARS-CoV-2 infections
for most, if not all, COVID-19 studies in the field. Generally,
three main causes for unit nonresponse are considered:’

1. Refusal: The sampled unit (person or household) was
contacted and would be able to participate but refuses to take
part in the study.

2. Noncontact: The sampled unit could not be contacted.

3. Not-able: The sampled unit is not able to take part in
the study.

Since the indicator variable for an actual or passed SARS-
CoV-2 infection is determined by the infection probability,
we use both concepts in the following.

For the discussion, we presume that COVID-19 studies
take place in a lockdown situation, i.e., people are asked to
stay home. Most shops are closed, alongside restaurants,
cultural facilities, etc. Schools and kindergartens are also
largely closed, and many people work from home. Under
such conditions, it should be easier to contact the sampled
units at home than under normal circumstances. Moreover,
we assume that COVID-19 is considered an important topic
by a large majority of the sampled units. Also, the question
of whether one was already infected without experiencing
symptoms may concern many of them. Hence, many people
should be less averse to participating in such a study than in

regular surveys. So the question is: Who are the nonrespon-
dents?

Refusal

The cooperation probability which impacts the response
probability evokes bias if people with a higher risk of a
SARS-CoV-2 infection are more likely to participate than
those with a lower risk. The same applies when people with a
lower risk of a SARS-CoV-2 infection are more cooperative
than people with a higher risk. If people with COVID-19
cases in their environment are likely to be more concerned
about having an infection themselves, it is plausible that they
have a higher cooperation probability.® To know someone
with COVID-19 would thus be a common cause for the in-
fection probability and the response probability. Depending
on whether this cause is observed this would be mechanism
1b or 1c in Figure 1.

In the German KoCo19-study, the survey team is accom-
panied by police to emphasize the trustworthiness of the
study (Radon et al., 2020). This certainly reduces the co-
operation probability of people who are averse to the state,
the government’s recent decisions, or the police. At the same
time, this cause of the cooperation probability may also af-
fect the probability of a SARS-CoV-2 infection. This is the
case when people who are averse to the state authorities are
more likely to ignore the lockdown policies, which in turn
increases the infection probability. This is another example
of the common cause mechanism. While the first scenario
would lead to a positive correlation, and thus to an over-
estimate of the prevalence, the second scenario suggests a
negative correlation, and therefore an underestimate of the
prevalence.

Another example is if some people have already been
tested so that they know whether or not they have been in-
fected with SARS-CoV-2. Hence, participating could be
less attractive to them and therefore lead to refusals. So the
(known) infection is a direct cause for the response proba-
bility. In this case, it is difficult to estimate the direction of
the bias since we do not know if this is more likely for the
infected or not-infected.

SWe use bold upper case letters to refer to a set of variables. Ev-
ery single variable in a set of variables should be thought of having
its own arrow pointing to the respective variable at the arrow’s tail.

®In these cases, the process that generated the missing data needs
to be taken into account to try to get unbiased estimates. Such mod-
els are built on strong assumptions and therefore require knowledge
about the missing data process (Enders, 2010; Groves, 2006; van
Buuren, 2018).

"For a more detailed description see Groves et al. (2009).

8Christian Drosten, the director of the institute of virology at
Charité mentioned this kind of mechanism for self-selection sam-
ples recently in his podcast https://tinyurl.com/ya8shkqj.
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These are only some examples of cooperation scenarios,
but others are conceivable. In many scenarios refusals will
be determined by the attitude towards the topic or the survey
circumstances. This will likely lead to a correlation between
the response probability and the probability of a SARS-CoV-
2 infection.

Noncontact

The contactability of sampled units for studies that rely
on personal contact, crucially depends on the amount of time
the sampled units stay at home. In the ideal-typical lock-
down situation, most people are at home most of the time.
Still, some people are not: not only medical staff, supermar-
ket retailers and other jobs in which working from home is
not possible, but also people who violate the contact restric-
tions or leave their homes a lot for other reasons. All these
people have a higher infection probability than people who
stay at home. There are again several common causes for the
response probability and the infection probability. They all
suggest a negative correlation, which leads to an underesti-
mation.

But there are also reasons conceivable which suggest a
positive correlation between the infection probability and the
contactability of the sampled units. Especially people who
live in flats in bigger cities could move to their allotments or
weekend homes to escape from the density of the city. This
gets even more likely due to new home office possibilities. If
they do so, they are less accessible at home. Besides, mov-
ing to a more rural or spacious area could come along with
a lower infection probability. In these cases, this would lead
to an overestimate of the prevalence. These thoughts should
also be taken into account when defining the target popula-
tion and constructing the sampling frame.

Not-able

Not-able refers to people who are not able to take part in
the study. This could be the case if someone requires care. In
that situation, this person could have a higher infection prob-
ability because of close contact with caregivers who com-
mute between many clients and thus could transmit the in-
fection from one client to the other. The need for care is the
common cause of the infection probability and the response
probability. For those who are hospitalized due to COVID-
19, there is a direct effect of a SARS-CoV-2 infection on the
response probability. These scenarios would lead to an un-
derestimation of the prevalence.

All these examples further show that it is not likely that
the response probability is constant for all sampled units.

5 What can be done?

The previous section provided arguments to expect a cor-
relation between SARS-CoV-2 infections and the response

probabilities. Whether this causes bias in the estimate of the
prevalence depends on the data collected, the methods used,
and if the assumptions made are correct.

The first strategy to avoid unit nonresponse bias is to avoid
nonresponse. Nonresponse can be decreased to some extent,
although specific recommendations depend on many factors.
Repeated contact attempts at different times, changing staff,
and providing incentives certainly help—but there is more
(Groves et al., 2009). All this needs to be well planned
and takes a lot of knowledge and effort. Experienced survey
methodologists are the right people to be asked for support.

Frequently, the reasons for correlations between SARS-
CoV-2 infections and the response probabilities are a variant
of the common cause mechanism. In these cases, the sta-
tistical remedies for the bias crucially depend on informa-
tion about the common causes. Such information tends to
be only available if plausible assumptions about the common
causes have been developed before the actual data collection.
If this has been done, nonresponse bias could be corrected by
using missing data techniques such as weighting or imputa-
tion (Enders, 2010; Groves, 2006). However, applicants of
those methods should stay aware that ritualized application
will often not sufficiently reduce biases. Those methods re-
quire a sound theoretical understanding of the variable of in-
terest as well as the nonresponse mechanism. For the case of
the COVID-19 studies, they would require interdisciplinary
cooperation between survey methodologists and epidemiol-
ogists.

If the common cause of nonresponse and a SARS-CoV-
2 infection is not known or not observable, or if the infec-
tion probability directly affects the response probability and
the missing data mechanism cannot be modeled in any other
way, there is very little that can be done. Observing the nec-
essary information to account for bias is crucial.

Since the COVID-19 pandemic is an entirely new situ-
ation, we have to acknowledge that the possible response
behavior in the COVID-19 studies is fairly unknown. We
thus propose a simple technique to estimate conservative
boundaries of the minimum and maximum prevalence under
a given amount of unit nonresponse.’

The idea of the minimum and maximum prevalence
boundaries is to estimate the maximal possible change of
the prevalence if all nonrespondents had participated in the
study. The calculation of this value is simple, fast, and needs
no assumptions about the missing data mechanism: First,
calculate the prevalence under the assumption that none of
the nonrespondents had a SARS-CoV-2 infection. Then, re-
calculate the prevalence under the assumption that all nonre-

This idea is taken from Cochran (1977) who terms the bound-
aries “conservative confidence limits”. Unlike the approach shown
here, Cochran combines the idea with the uncertainty stemming
from the sampling design. Since this combination is straightforward
in principle, we only discuss the unit nonresponse part.
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spondents had a SARS-CoV-2 infection. These two values
generate an interval that contains the estimate of the preva-
lence without unit nonresponse with certainty.

The approach is illustrated in a software application that
is online available on

https://Imes.shinyapps.io/maxbias/

The application runs in a browser. It is based on the situa-
tion of the COVID-19 Case-Cluster-Study conducted in the
German community of Gangelt, a community of 12,529 in-
habitants.!” The gross sample of the study was 600 house-
holds. It observed around 1000 individuals from roughly 400
households, leading to an average household size of around
% = 2.5. Using the average household size, the number of
nonrespondents in the 200 unobserved households are esti-
mated to be 200 - 2.5 = 500. This implies a response rate of
1000/1500 or 67%.

The estimated prevalence of the Gangelt study was 15%.
If none of the 500 nonrespondents were infected, the actual
estimated prevalence would have been 10%. In contrast, if all
nonrespondents were infected it would be 43%. Hence, the
conservative unit nonresponse confidence interval (CUNCI)
runs from 10% to 43%.

Of course, this interval is much wider than it would be
under reasonable assumptions about the missing data mech-
anism (Schnell, 1997). Nevertheless, this approach is a good
starting point. If there is no way to improve the estimation of
the prevalence, one should at least talk about its uncertainty.
Politicians and policy makers may ask themselves the ques-
tion, whether they would make the same decisions for the
entire range of uncertainty.

The CUNCI is very wide since its boundaries indicate the
maximum impact of the nonrespondents. The web applica-
tion can be used to change the assumed proportion of infec-
tions among the nonrespondents. This gives the user an im-
pression of the prevalence under less extreme, and thus more
likely, infection probabilities of the nonrespondents. More-
over, the application offers two additional sliders to change
the response rate and the proportion of infections among the
respondents. This can be used to adapt the situation to other
studies.
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Commentary

We really enjoyed reading this paper and appreciate the
idea of connecting survey research methods with epidemio-
logical research. We agree with the authors that the interplay
of both will increase the overall quality of studies.

From our point of view, the paper is well-structured with
a good to follow argumentation. The authors illustrate the
theoretical basics of nonresponse bias and the assumptions
that are given in a way that enables interested readers that
are not familiar with the whole nonresponse literature to get
a sense of potential problems.

They start with the motivation of the paper and why they
have chosen unit nonresponse as one central problem regard-
ing COVID-19 prevalence estimation. Based on the formula
of nonresponse bias, they are illustrating the elements and the
assumptions that lead to a biased or unbiased estimate of the
prevalence in the following section. Subsequently, they give
a brief introduction to the logic of missing data mechanisms
that need to be understood in order to evaluate whether bias
in the estimate of prevalence can be expected and whether
it is possible to correct for a potential bias post hoc. Those
theoretical considerations are followed by practical examples
for missing data mechanisms in COVID-19 studies based on
nonresponse reasons due to noncontact, non- ability and non-
cooperation. Based on a few examples, the authors vividly
depict that there are arguments for overestimation as well as
underestimation of infection prevalence.

Given the uncertainty of nonresponse mechanisms, the au-
thors propose an estimation of the minimum and maximum
prevalence boundaries. It can be interpreted as one strategy
to illustrate the uncertainty that comes along with all studies
of COVID-19 prevalence. For illustrative purposes they pro-

vide a web application that intuitively shows how the varia-
tion of different parameters affects the uncertainty of the es-
timates. The short paper closes with a wrap-up of survey re-
searchers’ abilities to increase quality of prevalence studies.

In the following, we would like to focus to some points of
the paper that could have been addressed in more detail and
that we would expect to be discussed in a more comprehen-
sive paper:

Post hoc bias estimation and causes of nonresponse

In the last section of their paper the authors state that “Ob-
serving the necessary information to account for bias is cru-
cial.” However, throughout the text they do not discuss the
necessary prerequisites and limitations of post hoc bias esti-
mation. It has been shown that bias correction is not trivial.
It is only possible when common causes or potential con-
founder variables are known for respondents and nonrespon-
dents and target variables and response mechanism are not
strongly correlated (see Groves, 2006).'! This fact is only
implicitly mentioned in the paper. Thus, the paper would
profit from the discussion about observability of common
causes that the authors speculate about in section 4. For
instance, whether someone knows someone with an infec-
tion is an information that is not available for the popula-
tion. This fact has practical implications for the possibility
of bias correction. As a logical next step, it is of great impor-
tance to learn more about causes of nonresponse in COVID-
19 prevalence studies to be able to better quantify uncertainty
of prevalence measures in future studies.

Application of DAGs on the nonresponse problem

Even though we only have limited expertise in the applica-
tion of DAGs, we would like to discuss two statements in the
paper. In the paper it is stated: “In Figure 1a, some variables
X cause a SARS-CoV-2 infection, and some other variables
Z affect the response probabilities, 7”. This is, in our opin-
ion, where Groves and DAGs do not mix well. Following
Elwert (2013, p. 248) “DAGs consist of three elements: vari-
ables (nodes, vertices), arrows (edges), and missing arrows.
Arrows represent possible direct causal effects between pairs
of variables and order the variables in time.” It is our un-
derstanding that nodes are variables, not probabilities. Since
DAGs can be translated into probability statements, we were
wondering if it makes sense to speak of a probability of a
probability (distribution). In Elwert’s (2013: 246) words:
“DAGs are visual representations of qualitative causal as-
sumptions: They encode researchers’ expert knowledge and
beliefs about how the world works. Simple rules then map
these causal assumptions onto statements about probability
distributions”. Next, DAGs are being used to illustrate bias
in the prevalence estimate: “Finally, Figure 1d shows the

References are shown in the bibliography of the main article.
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case when a SARS-CoV-2 infection directly affects the re-
sponse probabilities. If this were the case, there would be a
correlation between these two variables and therefore a bias
in the prevalence estimate.” Here, we refer to a related ap-
proach, using m-graphs, which might be a useful alternative
since they claim to represent missing data problems using
graph theory, i.e., DAGs (see Mohan, Pearl, and Tian, 2013;
Thoemmes and Mohan, 2015 and, for a recent working paper
see Schuessler and Selb, 2019).

In sum, this article marks a starting point of an important
discussion. It is of utmost importance to learn more about
causes of nonresponse in studies of COVID-19 prevalence to
be able to better quantify at least the direction of a potential
nonresponse bias. This is even more important if prevalence
is not only studied in a restricted regional context as in the
cited studies but will be investigated in huge studies that aims
at estimating prevalence for the whole country.

Ines Schaurer, and Bernd Weif3
GESIS - Leibniz Institute for the Social Sciences
Mannheim, Germany

Reply to Schaurer and Weif3

We thank Ines Schaurer and Bernd Weil} for the gentle
evaluation of our paper. We also explicitly agree with their
skepticism towards the possibilities of post hoc bias correc-
tion. Such corrections require carefully tested models of the
data generating process and valid data about the variables of
the assumed data generating process. It seems to us that such
corrections are primarily promising for well-studied research
topics, and probably not for research on the prevalence of
SARS-CoV-2 infections. Thus, any post hoc bias correction
should be complemented by a design based approach.

We would like to make our stand clear concerning the
meaning of the probability 7 in the DAGs of Figure 1. First
of all, while we welcome graph theoretical approaches to
missing data processes, we used the DAGs primarily as an
illustrative device for the theoretical arguments. At the same
time, however, in our understanding = is, in fact, a variable.
We assume that each research unit has an individual proba-
bility to respond to a request to participate in a specific sam-
ple, given the situation the request arrives. This individual
probability might correlate with some known or unknown
covariate-set, Z. We consider the individual response prob-
ability to be a latent variable that affects the decision to ac-
tually participate in a survey.'> We thus believe that there
is no inconsistency to the cited approaches that use a (man-
ifest) dichotomous selection indicator variable to formalize
the missing data mechanism.

It might be the case that this “controversy” originated
from our decision to notate the individual probability without

an explicit subscript for the individual. We did this to sim-
plify the notation. We apologize if this simplification created
misunderstandings.

Julia C. Post, Fabian Class, and Ulrich Kohler

2This is similar to the underlying probability that affects the
manifest response to a dichotomous survey question.
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