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Long self-administered questionnaires may suffer from lower response rates, higher drop-outs, and lower quality responses. A shorter questionnaire reduces the burden of respondents. Using this as a starting point, we test the following method: split the long questionnaire into sub-questionnaires; invite everyone to answer the first sub-questionnaire; when respondents complete the first sub-questionnaire, invite them to answer the second sub-questionnaire, and so on. We present evidence that after splitting a long questionnaire into two shorter parts, the response rates of these sub-questionnaires are significantly higher than the response rate of the original, undivided, long questionnaire. However, the cumulative response rate of both parts is lower than the response rate of the long undivided questionnaire. Finally, we show that the respondents of the survey using the original, long questionnaire: i) provide more non-substantive answers (“neither/nor”) to the Likert-type scale items and ii) give shorter answers to the open-ended questions of the survey than the respondents of the split survey. On the other hand, there is no significant difference between the long and the split questionnaire on the other indicators of response quality we have tested: item-nonresponse, speeding and straight-lining.

This paper presents some first insights on splitting a long questionnaire into shorter parts. For now, the results are not promising to suggest with confidence to split the long questionnaire for the purpose of obtaining high data quality. Further research is needed to find the optimal interval time between the sub-questionnaires or the optimal length of the sub-questionnaires in which the overall response rate is maximized.
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### 1 Introduction

Nowadays, web surveys are being used more and more often in social science, as a fast and low-cost mode of data collection. However, web surveys are associated with some serious drawbacks. Some respondents may become less motivated or less engaged at some point during the survey, especially when it is online (Chen, 2011; Fang, Wen, & Prybutok, 2014) and they may drop-out or provide responses of lower quality (i.e. satisficing).

The length of the survey instrument influences considerably the response rate, the drop-outs and the response quality of a survey (see, for instance, Ganassali, 2008). Although a large part of the respondents who abandon a questionnaire drop-out near the beginning of it, longer questionnaires are expected to suffer from more drop-outs. In addition, relying on the theory of satisficing (Krosnick, 1991), when respondents get tired, or lose their interest and motivation, they tend to respond less thoroughly to the questions of a survey (i.e. with minimal cognitive effort). Consequently, lengthy online questionnaires lead to lower data quality (see, for instance, Crawford, Couper, & Lamias, 2001; Galesic, 2006; Galesic & Bosnjak, 2009; Marcus, Bosnjak, Lindner, Pilischenko, & Schutz, 2007).

The need to create shorter survey instruments is becoming more urgent due to the increasing rate of people who respond to web surveys using their mobile devices. In general, mobile devices users are associated with lower completion rates and higher drop-out rates than PC users (Buskirk & Andrus, 2014; Guidry, 2012; Lattery, Bartolone, & Sanders, 2013; Mavletova, 2013; Mavletova & Couper, 2014; Sarraf, Brooks, & Cole, 2014). These findings have urged web survey designers to optimize their surveys for mobile devices (Andreadis, 2015b; Antoun, Couper, & Conrad, 2017; Lugtig, Toepoel, & Amin, 2016). Given that web surveys completed on mobile devices take longer than desktop or laptop surveys (Andreadis, 2015a; Cook, 2014; Couper, Kapteyn, Schonlau, & Winter, 2007; Lambert & Miller, 2015), the need to design shorter questionnaires is becoming more and more pertinent.

In some cases, researchers are not able to create short questionnaires. For instance, in many comparative studies, national teams are requested to include a translated version of the common core questionnaire of the project in its entirety.
In addition to the common questions, the final national questionnaire includes many questions of national interest. As a result, the final questionnaire becomes very long.

Scholars have explored different ways to create shorter survey instruments. The large variety of approaches highlights the methodological gap that exists in this area. One of the proposed methods is based on removing some of the questions included in the initial questionnaire, mainly by reducing the number of items used in the same scale (Maloney, Grawitch, & Barber, 2011; Mühlan, Bullinger, Power, & Schmidt, 2008). However, this process could undermine the reliability or the validity of the survey data (Maloney et al., 2011; Smith, McCarthy, & Anderson, 2000).

Another approach is to split the questionnaire into shorter sub-questionnaires retaining all the initial questions. The questions which are not displayed in the first part are simply moved to other sub-questionnaires. After splitting the questionnaire, we can follow two different methods. The first method called matrix design or sampling design or split questionnaire design (SQD) (Adigüzel & Wedel, 2008; Fricker et al., 2012; Herzog & Bachman, 1981; Raghunathan & Grizzle, 1995) involves the administration of the sub-questionnaires to different groups of the sample. The main drawback of this method is that a large number of missing data has to be imputed (Raghunathan & Grizzle, 1995). The second method of splitting tries to address the problem of missing data. Galesic and Bosnjak (2009) divided the questionnaire into three different parts (10, 20 and 30 minutes). Although they administered different parts of the questionnaire to different sample groups, they gave all respondents the opportunity to see and answer all questions of the questionnaire.

In this paper, we follow the approach used by Galesic and Bosnjak (2009) of giving respondents the opportunity to see all questions, but contrary to them, our respondents did not answer a sub-questionnaire immediately after completing the previous one. Our method allows respondents to have a long break between the sub-questionnaires and start fresh each part of the survey. The main objective of this paper is to examine if this break can improve the response rate and the response quality of a web survey.

The structure of the remaining sections of this paper is as follows. We start with a literature review on response rates and response quality of web surveys. Based on the literature review, we formulate our research hypotheses. We continue with a section that discusses the data and the experimental design we have used to estimate the impact of splitting a long questionnaire on the response rate and the response quality of the survey. Finally, we report the findings and present a conclusion with the discussion and implications for web survey designers.

2 Literature Review and Research Hypotheses

2.1 Response rate

Generally, there is evidence that response rates are declining over time both for online and offline surveys (Beebe et al., 2010; Curtin, Presser, & Singer, 2005). For online surveys, the problem of increased drop-out rates consequently limits the usage of survey data. For example, according to Hoerger (2010), approximately 10% of students participating in Internet-mediated university studies drop out almost immediately. After answering the first few items, the drop-out rate increases by 2% per circa 100 items of survey content. Andreadis (2013, 2014) also finds that web surveys suffer with many drop-outs in the first page of the questionnaire. The frequency of drop-outs is lower for the following pages and it can increase again when the respondents face a difficult question or when they lose their interest in the survey (Galesic, 2006).

In an experimental research on offline surveys, there is evidence that shorter surveys lead to higher response rates (Porter, 2004). More specifically, Yammarno, Skinner, and Childers (1991) found that response rates in mail surveys were reduced by 7.8% when using a questionnaire longer than four pages. In addition, Kalantar and Talley (1999) found that the response rate is higher in a short questionnaire of seven items than in a longer questionnaire of 32 items.

In online surveys, a negative relationship between the response rate and survey length is also confirmed (Liu & Wronska, 2018). Galesic and Bosnjak (2009) show that more respondents will start and fill in a survey that lasts 10 minutes than a longer survey that lasts 30 minutes. Mavlevota (2013) examining drop-out rates in mobile and web surveys, found slightly (but not significant) higher drop-out rates in the longer survey (15 minutes) than in the shorter one (5 minutes) in both modes. Finally, Deutskens, de Ruyter, Wetzel, and Oosterveld (2004) observed that the respondents of a long internet-based survey abandoned the questionnaire earlier than the respondents of its shorter version.

Based on literature and given that the invitations sent to the respondents clearly stated a very short completion time, in our study we expect more completed questionnaires, fewer drop-outs and fewer refusals in the case of using the split questionnaires. Since the respondents who have completed the first sub-questionnaire are already engaged in our system and a relationship has been developed with them, we expect that the response rate of the next sub-questionnaire should also be very high. Consequently, we anticipate that the partial response rates of the sub-questionnaires will be significantly higher than the response rate of the long original questionnaire. In this case, their composite response rate will be also higher than the response rate of the long original questionnaire. Therefore, our first research hypothesis is:

H1 Splitting a long questionnaire will increase the response
rate.

2.2 Response Quality

Long questionnaires may result in satisficing behaviour (Barge & Gehlbach, 2012; Chen, 2011; Guidry, 2012). Thus, our second main research hypothesis is that splitting the questionnaire will also improve the response quality. In order to test this hypothesis, we use five indicators that we discuss in more details in the following paragraphs:

- Item nonresponse
- Mid-point response
- Speeding
- Straight lining
- Open-ended response

Galesic and Bosnjak (2009) argued that longer web questionnaires are associated with greater amounts of missing data on individual questions (item nonresponse). An increase of item nonresponse in longer surveys is also reported by Peytchev and Tourangeau (2005) and Galesic (2006). In a web experiment, Deutskens et al. (2004), found that the number of “don’t knows” (which can be selected as an alternative to item nonresponse) is higher in a longer questionnaire. Thus, our first response quality hypothesis is:

**H2a** We expect to observe decreased item-nonresponse among respondents of the split questionnaire.

Choosing a mid-point response in scales is also an indicator of low interest or low effort (Weems & Onwuegbuzie, 2001). Respondents may choose mid-point responses when they do not process a question with the required effort. Hence, instead of expressing an opinion towards an issue, they prefer a more neutral stance. There is evidence that mid-point responses are similar to “No opinion” answers (Blasius & Thiessen, 2001). Gilljam and Granberg (1993) referred these responses as false negatives, arguing that people who choose a middle point answer, usually have an attitude towards the specific issue but they choose not to express it. Finally, Krosnick et al. (2001) in offline surveys observed more no-opinion responses among low-educated respondents to questions near the end of the questionnaire. Based on these reports, our second response quality hypothesis is:

**H2b** We expect that respondents of the long questionnaire will choose more often mid-point responses in the attitudinal items.

Speeding is an extreme type of satisficing and scholars explore ways to reduce it in web surveys (Conrad, Tourangeau, Couper, & Zhang, 2017). There is evidence showing that web respondents tend to give faster responses to questions closer to the end of the questionnaire (Andreadis, 2012; Yan & Tourangeau, 2008). Shorter response times can be a sign of burden and an indicator of low response quality. More specifically, it has been shown that very fast respondents (i.e. when their item response times are below specific thresholds) appear to give random answers and these cases are introducing noise to the dataset (Andreadis, 2014). Thus, we argue that as the time the respondents have to spend on the questionnaire increases, they will be less motivated, and they will start spending less time to answer each item. As a result, our third response quality hypothesis is:

**H2c** We expect more speeders among the respondents of the long original questionnaire.

Non-differentiation in the answers to grid questions, the so-called straight-lining, is another indicator of satisficing behaviour and low response quality (Greszki, Meyer, & Schoen, 2014; Schonlau & Toepoel, 2015). Galesic and Bosnjak (2009) observed limited variability in answers to grid-based questions (straight-lining) in a lengthy web questionnaire. Greater likelihood of straight-line responding, when the questionnaire is long is also pointed out by Herzog and Bachman (1981) in paper surveys. This leads to our fourth response quality hypothesis:

**H2d** We expect to observe decreased straight-lining in grid questions among respondents of the split questionnaire.

Finally, the length of the responses in open-ended questions could indicate the level of involvement or the effort made by the respondent (Deutskens, de Ruyter, & Wetzels, 2006; Schmidt, Calantone, Griffin, & Montoya-Weiss, 2005). Herzog and Bachman (1981) relying on an older paper survey, mentioned that open-ended questions near the beginning of the questionnaire receive more answers than those near the end of it. In addition, Galesic and Bosnjak (2009) observed that open answers are shorter near the end than near the beginning of the web questionnaire. Consequently, in longer surveys, we can expect shorter responses to open-ended questions, especially if they are placed near the end of the questionnaire. Thus, our final response quality hypothesis is:

**H2e** We expect that respondents of the split questionnaire will give longer answers to open-ended questions.

3 Data and Methodology

To deal with the aforementioned issues associated with long web questionnaires, we propose the following method: i) split the long online questionnaire into sub-questionnaires; ii) invite everyone to the first sub-questionnaire; iii) when...
Table 1
Operationalization of the response quality measures

<table>
<thead>
<tr>
<th>Item</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonresponse ratio</td>
<td>Number of missing answers</td>
</tr>
<tr>
<td></td>
<td>Total number of questions</td>
</tr>
<tr>
<td>Mid point response ratio</td>
<td>Number of mid-point answers</td>
</tr>
<tr>
<td></td>
<td>Number of valid answers</td>
</tr>
<tr>
<td>Speeding</td>
<td>1 Response time &lt; Scanning threshold</td>
</tr>
<tr>
<td></td>
<td>0 Otherwise</td>
</tr>
<tr>
<td>Straight lining</td>
<td>1 # of same response = # of valid answers</td>
</tr>
<tr>
<td></td>
<td>0 Otherwise</td>
</tr>
<tr>
<td>Open-ended response</td>
<td># of characters</td>
</tr>
</tbody>
</table>

respondents complete a sub-questionnaire, invite them to the following sub-questionnaire; and iv) repeat step iii for the rest sub-questionnaires (if any). In this method, contrary to the matrix design, the respondents will have the chance to answer all the sub-questionnaires provided if they complete each sub-questionnaire they are invited to. As a result, this approach reduces the number of missing data in the final dataset. In addition, it reduces the number of contacts with people who are not interested in participating: people who have not completed the first sub-questionnaire are not contacted again. Furthermore, with the proposed method, respondents have a break between the sub-questionnaires. This break ensures that every time they start answering a sub-questionnaire, they are not tired by their effort to answer the questions of the previous sub-questionnaire.

In this paper, we use the data from the 2015 Greek candidate survey that was conducted as a web survey after the legislative election of January 2015. According to the definitions given by American Association for Public Opinion Research (2016), the Greek candidate survey can be classified into the category: “Internet Surveys of Specifically Named Persons”, i.e. “the target population is synonymous with the sampling frame and thus is defined as those persons on the list with Internet access and a working e-mail address”. The target population was the group of all candidate MPs of the following Greek Parliamentary parties: The Coalition of Radical Left (SYRIZA), the New Democracy (ND), the Potami, the Independent Greeks (ANEL) and the Panhellenic Socialist Movement (PASOK).\(^1\)

Most of the Greek candidate MPs have e-mail addresses, which are available online especially during the period of the electoral campaign. We have collected their email addresses using two methods: i) using search engines and visiting websites related to the candidates or to the Greek elections in general, and ii) we have asked the political parties to send us a list of their candidates along with their email addresses\(^2\). Combining the data from these two methods, we have created a list of candidates with a known e-mail address. Following AAPOR, we define this list as our target population, and we have sent them an invitation to participate in our survey.

Usually, the questionnaires of candidate surveys are very long. Like many other comparative projects, the candidate study uses a common core questionnaire to allow a comparative analysis across time and countries. In our study, we use the common core international questionnaire of the Comparative Candidate Survey (CCS)\(^3\). Each national team can include additional items in the questionnaire resulting in very long questionnaires. For instance, the final Greek Candidate Questionnaire consists of six thematic units and it requires approximately 50 minutes to complete it.

The units of our sample (n = 1090) were split randomly into two different groups, A and B. A web experiment was designed to study the effect of the questionnaire length on response rate, drop-outs and response quality. Hence, the respondents of Group A (n_A = 533) received the whole questionnaire (Questionnaire A), which includes 85 ques-

---

1 The Communist Party of Greece (KKE) and Golden Dawn (GD) have always refused to provide a list of email addresses for their candidates. Thus, the Greek Candidate datasets could not include these parties.

2 The second method of email collection was implemented according to our design for four parties (SYRIZA, ND, ANEL and PASOK). The fifth party (POTAMI) instead of sending us the requested list, asked its candidates to contact us directly (if they wanted to participate in our survey). These are the only candidates who can be classified as self-selected and we have excluded them from the analysis (see also footnote 6). Hence, the candidate MPs of Potami that we use in the analysis of this paper are only the candidates whose email address was found using search engines.

3 National study directors of CCS project have developed a common core questionnaire that is used in the aftermath of the national elections. The questionnaire includes a variety of questions that cover a broad spectrum of politics.
The respondents of Group B ($n_B = 557$) received only the first part of the same questionnaire (Questionnaire B1), which includes 9 questions. This approach has allowed us to mention in the invitation to respondents in Group B that it will take them less than 10 minutes to complete it. The rest of the questions (76 questions) were sent later as a separate questionnaire (Questionnaire B2)\(^5\). The invitations for B2 were sent only to respondents who completed B1. Diagram 1 shows the design of this experiment.

The first invitations were sent by email in the period 16-18 February 2015 to the candidate MPs of both groups. The first reminder was sent on the 27th of February 2015. A second reminder was sent on the 19th of April 2015. On 31st of April, B1 was over and the candidates who have not completed the first part were never contacted again. As for Survey B2, we sent invitations on the 8th of April to the respondents who have completed B1 before the 7th of April, on the 21st of May to the respondents who have completed B1 between the 8th of April and the 20th of May and on the 25th of June to the respondents who have completed B1 after the 20th of May. For each respondent, before sending the invitation to Survey B2, we waited for at least fifteen days after the 20th of May. To check H2a, we calculate the percentage of straight lining in the grid questions of the questionnaire.

To check the first research hypothesis (H1), we start by comparing three types of response behaviours: completed questionnaires, drop-outs and refusals between surveys A and B1. Given that B1 does not include all the questions, we repeat the comparison between surveys A and B. As for the quality of the two surveys (H2), we use five indicators similar to the indicators other researchers used to explore response quality (Table 1); these are as follows: i) item-nonresponse, ii) mid-point responses in scale items, iii) the time spent on the questionnaire (speeding), iv) straight lining in the grid questions of the questionnaire (non-differentiation), and v) the number of characters in the open-ended questions of the questionnaire (Barge & Gehlbach, 2012; Chen, 2011; Guidry, 2012; Mavletova, 2013).

To check H2a, we calculate the ratio of missing answers of each respondent (i.e. we divide the number of questions that have not been answered by the respondent with the total number of questions) in each section of the questionnaire. To check H2b, we select only the Likert-type scale items of the questionnaire where the mid-point indicates a neutral position. Then, we calculate the ratio of mid-point responses (neither agree nor disagree) of each respondent (i.e. “number of mid-points”/“number of valid answers”) in each section of the questionnaire.

The time spent on answering a question is related to the response quality. This is not a simple relationship because both longer response times (Yan, 2015), and shorter response times (Conrad et al., 2017) may indicate responses of lower quality. However, extremely short response times, i.e. when the time spent on a question is not even enough to read and comprehend the question, can safely conclude that the response is of low quality. To find these cases, we use the “scanning” threshold method. To calculate the scanning threshold for a question, we add the minimum time needed to read the question and the minimum time needed to answer the questions. For the former, we count the number of characters of the question and we divide it with the number of characters that can be “read” in one second when an average reader scans a document. For the latter, we use the minimum time reported by Bassili and Fletcher (1991). Thus, the “scanning” threshold method provides the minimum time needed to read and answer an attitudinal question given the length of the question text (Andreadis, 2014). Respondents who dedicate less time than the “scanning” threshold in any of the attitudinal questions of the questionnaire are flagged as speeders. To check H2c, we calculate the percentage of speeders in each survey.

Straight lining in grid questions is an indication of low response quality. It is assumed that respondents who straight-line do not pay the required attention to the questions, providing incorrect answers. To check H2d, we compare the patterns in the grid questions of the questionnaire and we calculate the percentage of straight lining in the grid questions of the questionnaire.

To check H2e, we measure the number of characters of the answers to the open-ended questions given by the respondents of groups A and B. Longer answers could indicate a more complete and well-thought answer. In this measurement, we exclude the cases where respondents have skipped the open-ended questions (i.e. the length of the answer is 0) because they have already been measured as item nonresponses (H2a).

Finally, in the tables included in the following section, we compare the mean and the median values for all the indicators of response quality between Surveys A and B. We check for significant differences between the surveys using the Mann-Whitney test. The latter was preferred instead of a

---

\(^4\) One question corresponds to one screen page. In the total number of questions, we did not include questions about European Parliament Elections, which have been displayed only to respondents who have run as candidates both for the National Parliament in 2015 and the European Parliament in 2014. These respondents have been excluded from the analysis presented in this paper.

\(^5\) Apparently, by combining questionnaires B1 and B2, we get questionnaire A.

\(^6\) The reader should take into account that June 2015 was a very difficult month to conduct the survey within a turbulent economic and political situation, a potential Grexit at stake and a forthcoming referendum (5th of July).
parametric test (e.g. t-test) because indicators in both groups do not follow a normal distribution.

4 Findings

In Table 2, we display the number of the invitations, the number of non-interviews, the number of completed questionnaires, the number of refusals and the number of drop-outs for surveys A and B1. A total of 533 invitations were sent to the candidate MPs of the first group (Survey A). In B1, 557 candidates were invited to participate. However, many candidates did not click on the link in the invitation to the questionnaire neither of the Survey A (47.8%) nor of the Survey B1 (48.7%). We do not know the exact reasons why candidates did not participate.

7 In the beginning, we sent 611 invitations via email where only the 572 email addresses were active or correct. Therefore, the response rate of the survey is calculated based on the total invited candidate MPs with valid email addresses. There were some respondents (see footnote 2) who have contacted us asking to participate in the survey before we sent them the invitation. These people were already extremely motivated to participate in the survey and we have placed them in Group A but we exclude them from the analysis presented here. After their exclusion, the total number in Group A is 533.

8 A total of 598 candidates were initially invited to B1; however, only the 557 email addresses were active or correct. Therefore, the response rate of the survey is calculated based on the total invited candidate MPs with valid email addresses.
for the lack of any reaction (we do not even know if they have received the invitation). We refer to these cases as “non-
interview” with unknown eligibility (The American Associ-
ation for Public Opinion Research, 2016). If we focus on
the completed questionnaires, we can observe that almost one-
third of the questionnaires (34.5%) of Survey A and 40.8%
of the questionnaires of Survey B1 were completed. The dif-
ference of completed questionnaires between the two groups
is approximately 6% points.

As refusals, we describe the candidate MPs who have
clicked on the link in their survey invitation, but they have
left the questionnaire without answering any of the questions.
According to American Association for Public Opinion Res-
search (2016), refusals belong to a larger category called “el-
iginble, non-interview”. In our case, refusals correspond to
“implicit refusals”, i.e. code 2.112 of AAPOR classification.
Approximately, 10.1% of the candidate MPs who were in-
vited to participate in Survey A and 7% in Survey B1 belong
to this category.

There is a remarkable difference in the number of drop-
outs between the two surveys. In group A, 7.5% of drop-
outs are observed while in group B only 3.6%. This finding
becomes more interesting if we examine the last question an-
swered or seen before abandonment. In Survey A, only 25%
of the drop-outs occur in the first five pages. On the other
hand, in B1 almost all the drop-outs (90%) are noticed in the
first five pages. We argue that drop-outs observed at the
beginning of the questionnaire are the result of respondents
who were less motivated to answer the questionnaire. On the
other hand, drop-outs observed later in the questionnaire
are mainly due to fatigue or burden. Hence, we argue that the
reduced length of the Survey B1 encouraged the candidates
to complete the questionnaire.
The comparison between surveys A and B1 shows that the
length of the survey influences the response behaviour types.
The smaller percentage of drop-outs along with the smaller
percentage of refusals, explains the larger response rate in B1
than in A. We have calculated Pearson’s Chi-Square to test
if the distribution of responses differs significantly between
Survey A and Survey B1. The test shows that the types of
response behaviour are not independent of the length of the survey (Pearson’s Chi Square = 12.38, $p = 0.004$).

As mentioned earlier, we have sent invitations to partic-
ipate in Survey B2 only to the respondents who have com-
pletely B1. According to Table 2, from a total of 225 invi-
tations, we have 114 completed questionnaires, i.e. the
response rate (50.7%) is rather high. However, when we com-
pared the response rates of Survey A and Survey B consist-
ing of the two parts (B1 and B2), we find that the composite
response rate of Survey B is lower than the response rate of
Survey A. In absolute numbers, in Survey A, we have 184
completed questionnaires out of 533 invitations, which leads
to 34.5% response rate. In Survey B, we have 114 completed
questionnaires out of 557 initial invitations, which gives us
20.46% composite response rate. We return to this finding in
the final section of this paper.

As for hypothesis H2a, there are no significant differences
between Survey A and Survey B regarding item nonresponse
(Table 3). Looking closer to our data, we have noticed that
most of the times, item nonresponse was not related to the
burden of the respondents and it occurred at specific ques-
tions of the questionnaire. In our study, we have observed
that many cases of item nonresponse occur when candidates
are asked to provide information that they do not want to
share, e.g. when we ask them details about the budget of
their electoral campaign (section 6).

Table 4 shows the measures of central tendency (mean and
median) of the share of mid-point responses in the attitudinal
scale questions of the different sections of the questionnaire.
For this table, we use questions with five-point scales, where
the mid-point (three), refers to neither agree nor disagree.
We do not observe any statistically significant differences be-
tween surveys A and B in the questions of sections one and
two. However, we notice a significant difference in Section 3,
where respondents of Survey A chose more often the middle
points of the scale than respondents of Survey B: while in
Survey A on average 17% of all responses were mid-point
responses, in Survey B only 14% of all responses on average
were mid-point responses. Finally, we observe that respond-
ents tend to choose more often the “neither agree nor dis-
agree” option in the scale questions which are placed later in
the questionnaire.

Table 5 presents the percentage of respondents who an-
swer faster (speeding) to at least one attitudinal question in
Surveys A and B.\textsuperscript{10} The percentage of speeders is relatively
low in both surveys. Although we do not find any statistically
significant differences between the two surveys, we observe
that in Section 1, Survey B has more speeders (7%) than
Survey A (5%) while in Section 3 there are more speeders
in Survey A and has the highest number of speeders in both
surveys. Especially, in Survey A the increase in speeders is
sharper, which could be a sign of burden.

Another indicator of survey quality (H2d) that we exam-
ined is candidate MPs with valid email addresses.

\textsuperscript{9}At this point, it is worth mentioning that the time that B2 took
place was far from optimal. Shortly after we started sending invit-
atations for B2, the financial and political situation in Greece became
extremely difficult. Greece was unable to pay the installment to the
International Monetary Fund due on 5th of June 2015. The country
was facing the danger of a Grexit, i.e. having to leave Eurozone and
the European Union. Finally, the prime-minister announced a re-
ferendum, which has divided the Greek society, including of course,
the respondents of our survey.

\textsuperscript{10} We have excluded the first question of both questionnaires
from this analysis because the response times of this item were not
measured correctly due to technical reasons.
Table 2
*Invitations, non-interviews, completed questionnaires, and drop-outs in Survey A, Survey B1, and Survey B2*

<table>
<thead>
<tr>
<th></th>
<th>Survey A</th>
<th></th>
<th>Survey B1</th>
<th></th>
<th>Survey B2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Frequency</td>
<td>Percent</td>
<td>Frequency</td>
<td>Percent</td>
<td>Frequency</td>
<td>Percent</td>
</tr>
<tr>
<td>Unknown eligibility “Non-interview”</td>
<td>255</td>
<td>48</td>
<td>271</td>
<td>49</td>
<td>74</td>
<td>33</td>
</tr>
<tr>
<td>Completed questionnaires</td>
<td>184</td>
<td>35</td>
<td>227</td>
<td>41</td>
<td>114</td>
<td>51</td>
</tr>
<tr>
<td>Drop-outs</td>
<td>40</td>
<td>8</td>
<td>20</td>
<td>4</td>
<td>15</td>
<td>7</td>
</tr>
<tr>
<td>Refusals</td>
<td>54</td>
<td>10</td>
<td>39</td>
<td>7</td>
<td>22</td>
<td>10</td>
</tr>
<tr>
<td>Total Invited</td>
<td>533</td>
<td>100</td>
<td>557</td>
<td>100</td>
<td>225</td>
<td>100</td>
</tr>
</tbody>
</table>

The total invitations sent in B2 are 225, instead of 227, i.e. the number of completed questionnaires in B1. These two respondents of B1 answered almost all the questions of the survey and for this reason, we considered their questionnaires as completed. However, they have not clicked on the submit button, so we did not send them an invitation for B2.

Table 3
*Item-nonresponse in the sections of the completed questionnaires in Survey A and Survey B.*

<table>
<thead>
<tr>
<th></th>
<th>Survey A</th>
<th></th>
<th>Survey B</th>
<th></th>
<th>p-value*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>Mean</td>
<td>Median</td>
<td>N</td>
<td>Mean</td>
</tr>
<tr>
<td>Section 1</td>
<td>220</td>
<td>0.06</td>
<td>0.00</td>
<td>227</td>
<td>0.08</td>
</tr>
<tr>
<td>Section 2</td>
<td>220</td>
<td>0.06</td>
<td>0.00</td>
<td>114</td>
<td>0.07</td>
</tr>
<tr>
<td>Section 3</td>
<td>220</td>
<td>0.08</td>
<td>0.05</td>
<td>114</td>
<td>0.08</td>
</tr>
<tr>
<td>Section 4</td>
<td>220</td>
<td>0.07</td>
<td>0.03</td>
<td>114</td>
<td>0.07</td>
</tr>
<tr>
<td>Section 5</td>
<td>220</td>
<td>0.06</td>
<td>0.00</td>
<td>114</td>
<td>0.07</td>
</tr>
<tr>
<td>Section 6</td>
<td>220</td>
<td>0.08</td>
<td>0.06</td>
<td>114</td>
<td>0.08</td>
</tr>
</tbody>
</table>

* Mann-Whitney-Test

Table 4
*Mid-point responses in scale questions of the completed questionnaires in Survey A and Survey B.*

<table>
<thead>
<tr>
<th></th>
<th>Survey A</th>
<th></th>
<th>Survey B</th>
<th></th>
<th>p-value*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>Mean</td>
<td>Median</td>
<td>N</td>
<td>Mean</td>
</tr>
<tr>
<td>Section 1</td>
<td>217</td>
<td>0.14</td>
<td>0.13</td>
<td>219</td>
<td>0.12</td>
</tr>
<tr>
<td>Section 2</td>
<td>216</td>
<td>0.12</td>
<td>0.11</td>
<td>113</td>
<td>0.10</td>
</tr>
<tr>
<td>Section 3</td>
<td>214</td>
<td>0.17</td>
<td>0.13</td>
<td>114</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Ratio of mid-point responses calculated in each section of the questionnaire.

* Mann-Whitney-Test

Table 5
*Speeders in the sections of the completed questionnaires in Survey A and Survey B.*

<table>
<thead>
<tr>
<th></th>
<th>Survey A</th>
<th></th>
<th>Survey B</th>
<th></th>
<th>p-value*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>Mean</td>
<td>Median</td>
<td>N</td>
<td>Mean</td>
</tr>
<tr>
<td>Section 1</td>
<td>219</td>
<td>0.05</td>
<td>0.00</td>
<td>227</td>
<td>0.07</td>
</tr>
<tr>
<td>Section 2</td>
<td>219</td>
<td>0.05</td>
<td>0.00</td>
<td>114</td>
<td>0.06</td>
</tr>
<tr>
<td>Section 3</td>
<td>219</td>
<td>0.18</td>
<td>0.00</td>
<td>114</td>
<td>0.15</td>
</tr>
</tbody>
</table>

* Mann-Whitney-Test
Table 6

<table>
<thead>
<tr>
<th>Section</th>
<th>Survey A N</th>
<th>Mean</th>
<th>Median</th>
<th>Survey B N</th>
<th>Mean</th>
<th>Median</th>
<th>p-value\textsuperscript{a}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Section 1</td>
<td>217</td>
<td>0.02</td>
<td>0.00</td>
<td>220</td>
<td>0.01</td>
<td>0.00</td>
<td>0.116</td>
</tr>
<tr>
<td>Section 2</td>
<td>217</td>
<td>0.10</td>
<td>0.00</td>
<td>113</td>
<td>0.10</td>
<td>0.00</td>
<td>0.394</td>
</tr>
<tr>
<td>Section 3</td>
<td>214</td>
<td>0.00</td>
<td>0.00</td>
<td>114</td>
<td>0.00</td>
<td>0.00</td>
<td>0.465</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Mann-Whitney-Test

Table 7

<table>
<thead>
<tr>
<th>Open ended</th>
<th>Survey A N</th>
<th>Mean</th>
<th>Median</th>
<th>Survey B N</th>
<th>Mean</th>
<th>Median</th>
<th>p-value\textsuperscript{a}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open ended 1</td>
<td>204</td>
<td>84.48</td>
<td>48.0</td>
<td>95</td>
<td>125.2</td>
<td>62</td>
<td>0.001</td>
</tr>
<tr>
<td>Open ended 2</td>
<td>172</td>
<td>189.56</td>
<td>108.5</td>
<td>93</td>
<td>222.4</td>
<td>136</td>
<td>0.2074</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Mann-Whitney-Test

ine is the straight lining in the grid questions. Table 6 shows that the percentage of straight lining is extremely low in all the grid questions regardless of the position of the grids in the questionnaire. In addition, the comparison of the respondents who provided straight-line responses between Survey A and Survey B does not exhibit a statistically significant difference (none of the p-values is less than 0.05). Hence, we cannot reject the null hypothesis that indicates that the percentage of straight lining does not differ significantly between groups A and B for all grid questions of our questionnaire.

In Table 7, we can observe the median number of characters of the responses to the open-ended questions of the questionnaire. The first open-ended question refers to the most important problems of the country and it is placed near the beginning of Survey B\textsuperscript{11}. The second question is the last question of the questionnaire of both Survey A and Survey B. Respondents were asked to mention what “left” and “right” means in politics for them\textsuperscript{12}. Table 7 shows that the respondents of Survey B give constantly longer answers in both open-ended questions than the respondents of Survey A. Moreover, the statistically significant difference in characters in the first question could indicate that the respondents of Survey A are more tired than the respondents of Survey B, who have started completing B2 after a break. In general, the shorter responses in Survey A may be a result of the respondents’ burden because they were answering a longer questionnaire without any breaks.

## 5 Discussion

In this paper, we have studied the impact of splitting a long questionnaire of a web survey on data quality. We have shown that there are significant differences in drop-outs, refusals and completed questionnaires between a long and a short survey. In addition, we have provided evidence that after splitting a long questionnaire into shorter parts (Survey B), the response rates of these sub-questionnaires (B1 and B2) are significantly higher than the response rate of the original, undivided, long questionnaire (Survey A). However, the composite response rate of Survey B is lower than the response rate of Survey A, due to the lower response rate of Survey B2.

We think that there are three possible factors that may have contributed to this result: i) the period that B2 was on the field, ii) the long break between B1 and B2, and iii) the length of B2. The first factor was exogenous: the economic, political and social turbulence in Greece while B2 was conducted could explain the lower than expected response rate of B2. The other two factors were results of our design. Our intention was to study how respondents would react to a second sub-questionnaire after allowing a long break (of more than 15 days) after the completion of the first sub-questionnaire. Although this long break allows the respondents to start fresh when they start answering the second survey, a shorter break could have given better results. In addition, in our experiment, the second sub-questionnaire was still very long because we wanted to have only two sub-questionnaires while keeping the first sub-questionnaire extremely short.

\textsuperscript{11}The wording of this item is as follows: Which are the three most important problems of the country?

\textsuperscript{12}The wording of these items is as follows: We have one last question for you: can you please, very briefly, indicate what “left” and “right” mean in politics to you nowadays?
As for the response quality of the surveys, we have shown that the quality of the responses in the split survey (Survey B) is slightly higher than in Survey A. In two out of the five quality indicators we have used, we observed statistically significant differences between the two surveys. The respondents of the long, undivided survey chose more frequently midpoint responses in the attitudinal questions and gave shorter answers to the open-ended questions of the survey than the respondents of split survey. On the other hand, there are no significant differences between the two surveys in terms of item-nonresponse, speeding, and straight-lining. However, if we focus on the rate of speeders, we also observe a tendency of lower response quality in Survey A than in Survey B. Therefore, we can conclude that there is an increase in the quality of the responses after splitting and our research hypothesis about the response quality is partially confirmed.

Concluding this paper, we present possible implications of our study for web survey designers. Our findings suggest that by splitting a long questionnaire, survey designers should expect less non-substantive answers (“neither/nor”) to the Likert-type scale items and longer answers to the open-ended questions of the survey. In addition, by splitting the questionnaire into shorter parts, we can expect significantly higher response rates in each part, but, at least in our experiment, the cumulative response rate of both parts was lower than the response rate of the long undivided questionnaire. Thus, we invite the community of web survey practitioners struggling for higher response rates and better response quality to further investigate the method of splitting a long questionnaire into shorter parts. Further research is needed to find the optimal duration of the breaks between the sub-questionnaires and to investigate the optimal length of the sub-questionnaires, at which the overall response rate is maximized.
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