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Recently, survey methodology literature has put forward responsive and adaptive survey de-
signs as means to make efficient tradeoffs between survey quality and survey costs. The de-
signs, however, restrict quality-cost assessments to nonresponse error, while there are various
design features that impact also measurement error, e.g. the survey mode, the type of ques-
tionnaire (long or condensed) and the type of reporting (self or proxy). Extension of adaptive
survey design to measurement error is, however, not straightforward when a survey has many
and diverse survey items. An adaptive survey design needs to make an overall choice of design
features that applies to all survey items simultaneously. In this paper, we investigate adaptive
survey designs that account for both nonresponse and measurement error. In order to do so,
we model the underlying causes for differences in measurement error between design features.
This leads to response styles or response latencies. We tailor efforts so that either response
style propensities are minimized or constrained. We illustrate the ideas with a case study on
the 2008 Dutch Labor Force Survey. The design features in this study are the type of reporting
(self-reporting only versus proxy-reporting allowed), and the number of face-to-face calls.
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1 Introduction

To date, virtually all literature on adaptive and responsive
survey design has focused on bounding the impact of nonre-
sponse error using trade-offs between costs and indirect mea-
sures of nonresponse bias. We refer to Calinescu (2013),
Calinescu, Bhulai, and Schouten (2013), Chesnut (2014),
Coffey, Reist, and White (2013), Laflamme and Karaganis
(2010), Luiten and Schouten (2013), Lundquist and Särn-
dal (2013), Peytchev, Riley, Rosen, Murphy, and Lindblad
(2010), Schouten, Calinescu, and Luiten (2013), Wagner
(2013), Wagner et al. (2012), and Rosen et al. (2014). Adap-
tive survey designs allocate different data collection strate-
gies to different population strata by optimizing explicit qual-
ity and cost measures. The characteristics that form strata
come from the sampling frame, from other linked adminis-
trative data or from paradata. Design features like the ad-
vance letter, questionnaire, mode, contact procedure, inter-
viewer and/or incentives may be varied over the strata. Cur-
rently, the designs assume that measurement error is affected
in the same way by all design features under consideration.
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While this assumption may be acceptable for some design
features, like the number of calls, it is certainly not valid for
design features like the survey mode (Web, Mail, telephone,
face-to-face), the type of reporting (self-reporting or proxy
reporting), and the type of questionnaire (long form or con-
densed basic question form). In this paper, we attempt to
generalize adaptive survey design to design decisions where
both nonresponse and measurement error are affected. Such
a generalization is both promising and urgent; many survey
institutes are redesigning their surveys to multi-mode designs
or are considering such redesigns.

In this paper, we apply mathematical programming to se-
lect optimal adaptive survey designs. Although mathemat-
ically elegant and transparent, such an approach is quite
demanding in terms of the availability and accuracy of es-
timated design parameters like response propensities. A
less strict trial-and-error approach may be adopted along the
same lines; the optimal designs following from mathematical
programming may inform such an approach.

When the survey has only one or a very small num-
ber of key survey variables, like the consumer trust index
in consumer sentiments surveys, or the total distance trav-
elled in travel surveys, then optimization of the adaptive sur-
vey design can focus entirely on that variable. Calinescu
and Schouten (2015) propose to minimize the nonresponse-
adjusted method effect for the key survey variable relative
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to some benchmark design and subject to a number of con-
straints like costs and precision. The non-response adjusted
method effect then is the net effect of unadjusted nonre-
sponse bias and measurement bias differences between de-
sign choices. This approach is not feasible when a survey
has many and/or diverse key survey variables, like crime vic-
timization surveys, health surveys, living conditions surveys,
omnibus surveys or time and budget expenditure surveys.

The literature has put forward several options to signal,
detect or directly quantify measurement error. One option is
to use validation data or record check data that are consid-
ered error-free. The answers to the survey items are com-
pared to these gold standard data and provide a direct mea-
sure of error on the items. See, for example, Bakker (2012).
A second option, commonly applied in psychometric liter-
ature, e.g. Weijters, Schillewaert, and Geuens (2008) and
Klausch, Hox, and Schouten (2013), is to perform factor
or latent class analyses and to investigate the reliability and
validity of the survey items in the analyses towards latent
variables. Such models may even explicitly include factors
or classes that represent certain forms of measurement er-
ror, see, for example,Van Rosmalen, Van Herk, and Groenen
(2010) and Heerwegh and Loosveldt (2011). If one believes
in the imposed latent variable configuration, then the analy-
sis again reveals direct measures of error over items. A third,
and final, option is to summarize answering behavior that is
deemed undesirable or prone to error, because they signal
a potential deficiency in the answering process. Such sum-
maries may be based on paradata or process data from the
answering process, like the durations per completed item or
observations from interviewers. However, summaries may
also be based on the response data alone, like the frequency
of do-not-know answers.

The results of such assessments may be summarized as
response quality indicators, e.g. an indicator for a difference
to linked validation data, an indicator for a large variation
in answers to multiple scale questions, or an indicator for
a fast responder. For an insightful recent use of such in-
dicators in a measurement error analysis, see Medway and
Tourangeau (2015). Medway and Tourangeau (2015) also
include an overall indicator, measuring whether at least one
of the response quality indicators signaled potential measure-
ment error.

We propose to account for measurement error over mul-
tiple survey items in adaptive survey design by including
propensities for the occurrence of response quality indicators
in the mathematical optimization problems. We call such
propensities response quality propensities. They are analo-
gous to response propensities that correspond to the occur-
rence of a unit response. We investigate two approaches to
include them and demonstrate the approaches on a simple
case study based on real survey data from the 2008 Dutch
Labor Force Survey (LFS). In the LFS case study, we ana-

lyze the type of reporting and the number of calls as design
features. We evaluate response quality indicators based on
differences to linked tax data on jobs. Details of the LFS
case study can be found in Calinescu, Schouten, and Bhulai
(2012).

In section 2, we construct the framework for adaptive sur-
vey design accounting response propensities and response
style propensities. In section 3, we discuss the LFS case
study. We end with a discussion in section 4.

2 An adaptive survey design framework for
nonresponse and measurement error

The design choices behind adaptive survey design (ASD)
can be formulated as a mathematical optimization problem
in which a quality objective function is maximized given cost
constraints and additional constraints on quality. In this sec-
tion, we extend the ASD framework for nonresponse error
and to measurement errors. We adapt the mathematical opti-
mization problem so that it accounts explicitly for measure-
ment error.

2.1 Adaptive survey design for measurement error

A key question, when extending ASD to measurement er-
ror, is whether the survey has a few or many variables of
interest. When a survey has only one or a few key variables,
then ASD may focus directly on the key variables and at-
tempt to maximize accuracy. When a survey has many and/or
diverse variables of interest, then such an approach cannot be
adopted.

We see two options to deal with measurement error for
multiple key survey variables in adaptive survey design: One
option is to choose a distance function that transforms the
vector of method effects for the individual survey variables
to a single value. Method effects are then defined as the net
effect of unadjusted nonresponse bias and measurement bias
differences between design choices. Another option is to de-
fine and apply indicators of response quality.

The first option reduces the multi-dimensionality by a
multivariate distance function. Although appealing at first,
this option has a number of methodological problems. It
is less straightforward how to choose a distance function
for survey variables with different measurement levels, the
method effect for a categorical survey variable must be de-
rived itself from a vector of methods effects per category, and
the resulting mathematical optimization problems are likely
to become very hard to handle due to the complex, non-linear
and non-convex objective function.

The second option is to employ indicators of response
quality as summaries of response error over multiple survey
items. Examples of such indicators are given in table 2.1.
The list in table 2.1 is not exhaustive, but it does provide
examples for the basic types of indicators: gold standard
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data, latent variable models, answering behaviors and com-
posite. Gold standard indicators employ linked data that are
considered error-free and summarize differences to the gold
standard data. Latent variable model indicators are based on
models that impose a structure of latent factors or classes on
a series of survey items. If the models hold, then they allow
for conclusions about measurement error. These conclusions
may apply to random measurement error, i.e. to reliability,
but also to systematic measurement error, i.e. to loadings
on factors representing certain response styles or response
latencies. We refer to Baumgartner and Steenkamp (2001),
Saris and Gallhofer (2007) and Weijters et al. (2008) for a de-
tailed account of such models. The answering behavior indi-
cators attempt to signal deficiencies in the answering process.
Tourangeau and Rasinski (1988) introduced four phases fol-
lowed by respondents in answering survey questions: In-
terpretation and comprehension, Information retrieval, Judg-
ment, and Reporting. Measurement error may be seen as
a deficiency in this process for a survey item, either deliber-
ate or subconscious. Answering behavior indicators focus on
one or more phases. For instance, indicators based on dura-
tions over completed survey items focus on short-cutting the
four phases. Composite indicators combine several indica-
tors in a single overall indicator, e.g. the respondent showed
at least one negative score on any of the indicators. We will
not discuss the various examples in table 2.1, as this would
go beyond the scope of this paper. The response quality indi-
cators can be included in the optimization by estimating their
propensities to occur for different population subgroups. We
call these, response quality propensities.

The option of response quality indicators also has method-
ological and conceptual drawbacks but the advantages are
twofold and, in our opinion, outweigh that of the multivari-
ate distance function option: First, the resulting optimization
problems are more tractable as the number of response qual-
ity indicators is, generally, much smaller than the number of
survey variables. Second, a close analogy is reached to tra-
ditional adaptive survey designs for nonresponse error that
are based on response propensities only; they may be seen
as special cases where response quality propensities are set
to zero. We, therefore, opt for the response quality indicator
option.

It is important to note that, for adaptive survey design, it
is sufficient to consider response quality indicators that are
known or conjectured to be affected differently by the design
features under consideration. A choice between a long and
condensed form of a questionnaire or between different sur-
vey modes will have different impacts on the quality of the
response. Although, the number of potential response quality
indicators is large, only a subset may have to be employed.

2.2 Adaptive survey designs for nonresponse error

ASD optimization for nonresponse error is the optimal al-
location of design features or strategies to population sub-
groups such that specified indirect measures for nonresponse
error are optimized given a set of constraints, the most promi-
nent being costs (e.g. Schouten et al., 2013). One may also
minimize costs subject to constraints on the indirect mea-
sures for nonresponse error and subject to other constraints,
but this dual problem is less frequently described and anal-
ysed in the literature. The differentiation of strategies over
subgroups is what separates ASD from traditional uniform
designs. However, in ASD there is also a more explicit fo-
cus on indirect measures for nonresponse error and costs.
The subgroups or ASD strata are formed using administrative
data, frame data or paradata. The set of allocation probabili-
ties from subgroups to strategies form the decision variables
in the optimization problem, e.g. Calinescu et al. (2013).

We introduce some notation: Sample units are clustered
into homogeneous subgroups G = {1, . . . ,G}. The relative
sizes of the subgroups are denoted as wg, with

∑
wg = 1. The

set of available strategies is represented by S = {1, . . . , S },
and {pg(s)}s∈S,g∈G is the set of allocation probabilities.

In this paper, we focus on the maximization of quality
given a certain budget. The (expected) response rate may
function as indirect measure for nonresponse error. It is de-
fined as

Response Rate: max
ρg(s)

( ρ) =
∑

g∈G,s∈S

wg pg(s)ρg(s) , (1)

where ρg(s) is the response propensity of group g to strategy
s. Various constraints may be added. We describe a few, but
our exposition is not exhaustive.

Let cg(s) be the costs incurred by allocating strategy s to
subgroup g and B be the total available budget. The cost
constraint is

Cost Constraint: n
∑

g∈G,s∈S

wg pg(s)cg(s) ≤ B , (2)

with n the sample size.
One may like to further constrain the impact of nonre-

sponse error by bounding the sample variance, S 2, of re-
sponse propensities on relevant subgroups. Here, we use the
R-indicator, which is a transformation of the sample vari-
ance to the [0, 1] interval, where a value one represents opti-
mal representativeness and a value zero represents maximal
deviation from representativeness. See Schouten, Cobben,
and Bethlehem (2009). We set a lower threshold α to the
R-indicator, i.e. demand a minimal representativeness on
the auxiliary variables included in the response propensity
model.

R-Indicator Constraint: 1 − 2S ≤ α (3)
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Table 1
Examples of response quality indicators based on gold standard data, latent variable models, and
paradata on answering behavior.

Type Response quality indicator

Gold standard data Difference to validation data
Difference to audit or record check data

Latent variable models Amount of random measurement error in scale items (reliability)
Loading on common factors/classes representing response styles or latencies

Answering behavior Average duration per completed item
Variance in durations over completed items
Average decrease in duration per completed item over course of interview
Percentage of items with missing data
Percentage of items with do-not-know answers
Percentage of items with order effects
Percentage of items with agree answers
Occurrence of rounding of answers (continuous measurement levels)
Percentage of items with answers in non-sensitive categories
Percentage of items with answers that skip filter questions
Variance of responses to batteries of items

with

S 2 =
∑
g∈G

wg

∑
s∈S

pg(s)ρg(s) − ρ

2

(4)

The response propensities in (4) are based on the same
subgroups as the subgroups in the allocation of strategies.
However, the choice of subgroups may, in general, be taken
differently. It is important to remark that this constraint is
non-linear and non-convex and, consequently, complicates
the optimization problem when it is included.

An important quality constraint is the precision, which we
operationalize as lower bounds βg to the expected number of
respondents

Precision Constraint: n
∑
s∈S

wg pg(s)ρg(s) ≥ βg,∀g ∈ G

(5)
Again, the subgroups for precision constraints may be taken
differently from the subgroups that are assigned strategies.
Furthermore, the precision constraint may also be simplified
to an overall constraint on the expected number of respon-
dents.

For logistical or practical reasons, one may limit the num-
ber of switches in design features on some of the subgroups,
e.g. allow for only one mode-switch or only one switch from
self-reporting to proxy reporting. This constraint implies that
some allocation probabilities are set to zero

Strategy Switching Constraint: pg(s) = 0 for s ∈ Sg (6)

There are also technical constraints as allocation probabil-
ities need to take values in the interval [0, 1] and need to sum

up to one.

Regularity Constraint:
∑
s∈S

pg(s) = 1,∀g ∈ G

and pg(s) ∈ [0, 1],∀g ∈ G, s ∈ S (7)

The ASD optimization problem is constructed by select-
ing a number of the constraints and optimizing the quality
objective function. Such optimization may be done in sev-
eral ways; see Lundquist and Särndal (2013), Wagner et al.
(2012), and Schouten and Shlomo (2014). In this paper, we
apply mathematical optimization; see Calinescu (2013).

2.3 Combining nonresponse and measurement error
into an adaptive survey design

We incorporate measurement error into the ASD frame-
work through response quality propensities. We define re-
sponse quality propensities as follows: First, a lower and/or
upper limit is set to the response quality indicator, e.g. to the
duration per completed item or to the magnitude of the differ-
ence to validation data. Second, for each respondent, his/her
response quality, e.g. average completion time or difference
to a linked validation record, is compared to the threshold(s)
and a 0-1 score is derived. The response quality propensity
then follows from modeling these 0-1 scores using auxiliary
variables.

Assume that, in the comparison of the selected de-
sign features, M response quality indicators, labeled m =

1, 2, . . . ,M, are employed. Let
(
A1,g, . . . , AM,g

)′
∈ {0, 1}M be

the vector containing the 0-1-values for exceeding the thresh-
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olds per indicator, and let

θg (a1, . . . , aM; s) = P
[
A1,g = a1, . . . , AM,g = aM; s

]
be the joint probability distribution for subgroup g, given
strategy s is applied. θg (0, . . . , 0; s) represents the propensity
that none of the response quality indicator exceeds a thresh-
old, while 1 − θg (0, . . . , 0; s) is the propensity that at least
one exceeds a threshold.

We see two main approaches to include response quality
propensities into the ASD: modify the response rate by the
response quality rate, or constrain the response quality rate.
We label them as Approaches I and II, in the following. Un-
der Approach I, a response is only counted when a respon-
dent exceeds at most a certain number of response quality
indicator thresholds. Under Approach II, the proportion of
respondents exceeding thresholds is constrained. We elabo-
rate the two approaches.

Approach I uses a modified response rate. It is defined as∑
s∈S,g∈G

wg pg(s)ρg(s)θg(0, . . . , 0; s) , (8)

and in the optimization the response rate objective in (1) is
replaced by

Modified Response Rate:

max
pg(s)

 ∑
s∈S,g∈G

wg pg(s)ρg(s)θg(0, . . . , 0; s)

 . (9)

An example of an optimization under Approach I is

max
pg(s)

 ∑
s∈S,g∈G

wg pg (s) ρg (s) θg (0, . . ., 0; s)


subject to

n
∑

g∈G,s∈S

wg pg(s)cg(s) ≤ B

n
∑
s∈S

wg pg(s)ρg(s) ≥ βg,∀g ∈ G∑
s∈S

pg(s) = 1,∀g ∈ G and pg(s) ∈ [0, 1],∀g ∈ G, s ∈ S

Approach II adds an additional constraint on the response
quality rate instead of modifying the response rate as the ob-
jective function. The response quality rate is defined as∑

s∈S,g∈G wg pg(s)ρg(s)(1 − θg(0, . . . , 0; s))∑
s∈S,g∈G wg pg(s)ρg(s)

(10)

and an upper limit γ is set

Response Quality Constraint:∑
s∈S,g∈G wg pg(s)ρg(s)(1 − θg(0, . . . , 0; s))∑

s∈S,g∈G wg pg(s)ρg(s)
≤ γ . (11)

By multiplying both sides of (11) by the denominator of
response quality rate and by subtracting the resulting right-
hand side from the left-hand side, the constraint can be
rewritten to

∑
s∈S,g∈G

wg pg(s)ρg(s)(1 − θg(0, . . . , 0; s) − γ)≤0 , (12)

to preserve linearity of the problem in the allocation proba-
bilities.

An example of optimization under Approach II is

max
pg(s)

( ρ) =
∑

g∈G,s∈S

wg pg(s)ρg(s)

subject to
n

∑
g∈G,s∈S

wg pg(s)cg(s) ≤ B

1 − 2S ≥ α∑
s∈S,g∈G wg pg(s)ρg(s)(1 − θg(0, . . ., 0; s))∑

s∈S,g∈G wg pg(s)ρg(s)
≤ γ∑

s∈S

ρg(s) = 1,∀g ∈ G and pg(s) ∈ [0, 1],∀g ∈ G, s ∈ S

where the response rate is maximized given constraints on
cost, the R-indicator and given again the regularity con-
straints.

Of course, in the Approach I and II examples other con-
straints can be added. For details about algorithms and soft-
ware for optimization problems sketched in this section, we
refer to Calinescu (2013).

Both (8) and (10) can be altered to relax the impact of
the response quality indicators; one may, for instance, allow
for one indicator to exceed its threshold but not for more than
one. θg (0, . . ., 0; s) is then replaced by the sum over the prob-
abilities for all vectors (a, . . . , aM)′ with at most one am = 1.

The two approaches have different advantages. Approach
I is attractive from a framework point of view: The response
quality propensities are incorporated in the response propen-
sities and the whole ASD framework for nonresponse can
simply be applied. However, it seems to suggest also that
respondents that show a deficiency on one or more aspects of
response quality will be discarded, which may not be realis-
tic in practice. Approach II leads to an additional constraint
and, hence, a more complex optimization problem. It does,
however, allow for tuning of the maximal average response
quality propensity; it offers more flexibility and it is closer to
practice.

Obviously, the input parameters to the ASD are subject
to imprecision and to bias. The parameters need to be esti-
mated based on historical survey data which has sampling er-
ror and may be outdated or incomplete.Schouten, Calinescu,
and Burger (2014) discuss analyses that assess the sensitivity
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and robustness of adaptive survey designs to inaccuracy in
the estimated response propensities and cost parameters. We
return to this issue in the discussion of this paper.

The numerical optimization of non-linear problems pre-
sented here can be done in standard statistical software like
SAS or R. The case study of this paper has a relatively small
number of strata and the optimization problem was solved
through an extensive grid search. In general, the number of
decision parameters is too large to apply a direct search or
a grid search, although large sections of the solution space
can, usually, be discarded based on deductive logic. In such
situations, packages like nloptr in R can be used, and we rec-
ommend to use various starting values in the optimization.
The allocation probabilities of current non-adaptive designs
should be one of the starting values, so that any optimum,
even if it is a local optimum, is an improvement.

3 A case study: the Labor Force Survey

We perform one case study based on the 2008 Dutch La-
bor Force Survey (LFS). For this survey, we consider re-
sponse quality indicators based on linked validation data.

3.1 The LFS data

The Dutch LFS is a monthly household survey using a
rotating panel with five waves. After the first wave, house-
holds are asked whether they are willing to participate in the
subsequent waves. The time lag between the waves is three
months, so that any household stays in the panel for at most
one year. The first wave is the longest and most detailed and
may take up to 45 minutes. It contains questions about the
number of employments, the number of hours worked, the
desire to work more hours, any activities conducted to find
employment, any barriers in trying to find employment, oc-
cupation and profession, and educational level. In 2008, this
wave was administered by a face-to-face interviewer. Sub-
sequent waves are much shorter and mostly ask for changes
in employment and educational status. These waves were
administered by telephone. Since the telephone waves are
short and are far less costly, we focus completely on the first
wave in the case study.

The LFS target population consists of persons between 15
and 65 years of age. The 2008 LFS uses a two stage sampling
design with municipalities as primary units and addresses
as secondary units. Households are self-weighting, except
households with at least one person of 65+. All members
in the household 15 years of age and older are interviewed.
Proxy interviewing is allowed by members of the household.
There is one restriction on proxy reporting: Children in the
household are not allowed to provide proxy answers for their
parents, regardless of their age.

Face-to-face interviewers have one month to make contact
and complete the interview. They are instructed to spread
visits over the month and over days and evenings. After the

second failed contact attempt they leave a card with their
name and telephone number, and after the third failed con-
tact attempt they are allowed to call the household (when
a phone number is available) to make an appointment. In
2008, a maximum of six visits to the address was allowed. If
no contact was made at the sixth visit, then the address was
processed as a noncontact.

For 2008, the total LFS sample that entered the first wave
consisted of 135,332 persons. In the first wave, the interview-
ers obtained responses for 78,321 persons. Since the number
of sample units is very large, we ignore any imprecision of
the estimates for response and response quality propensities
in this study.

The main publication cells for the LFS monthly statistics
are gender and age groups 15-25, 26-55 and 56-65. Gen-
der and age are both available from the sampling frame.
We focus on the three age groups in the ASD optimization.
Employment status and educational level differ significantly
over these three subgroups. Their relative size in the sample
is 19.6%, 62.4% and 18.0%, respectively.

3.2 Design features in the case study

We restrict ourselves to two design features: the type of
reporting (self-reporting only vs. proxy-reporting allowed)
and the number of face-to-face visits. We consider a de-
sign where only self-reporting is allowed and a design where
also proxy reporting is possible. Furthermore, we allow for a
maximum number of up to ten visits.

The type of reporting affects both nonresponse and mea-
surement; proxy reports increase response rates, especially
contact rates, but may introduce additional measurement er-
ror. The type of reporting has been investigated in the context
of the LFS, see Lemaitre (1988), Moore (1988) and Thom-
sen and Villund (2011), and is known to have an impact on
employment statistics.

The number of visits is clearly linked to the contact rate,
and, hence, response rate, but there is no clear link of the
number of visits to measurement error. This link would ex-
ist if harder to contact persons provide more or less mea-
surement error. Harder to contact persons are known to have
higher employment rates, but there is no evidence that they
produce more measurement error for the LFS, see Schouten,
Van der Laan, and Cobben (2014).

For these design features, we consider two main ingredi-
ents to the optimization problem: the response propensity
per population stratum and the costs of a sample unit per
population stratum. In the next section, we present the third
ingredient: the response quality propensities per population
stratum.

We start with the response propensities. Figure 1 presents
estimated proportions of the sample responding per visit and
per age group for self-reporting only (left panel) and proxy-
reporting allowed (right panel). The estimation of the re-
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sponse propensities is partly model-based. The response
propensities for a design with proxy reporting allowed are
estimated directly from the survey data for visits one to six.
For visits seven to ten, we fitted a geometrical distribution
on the first six visits and extrapolated response propensities.
Since the LFS allows for proxy reporting, we based contact
propensities for self-reporting on the Dutch Health survey
in which persons are sampled. However, we used the par-
ticipation propensities of the LFS which is a simplification.
We could have performed a regression to predict what family
member is reporting him/herself and acts as proxy for others,
and calibrate participation propensities. In estimating the re-
sponse propensities for different numbers of visits, we ignore
the impact of timing of visits and the strategy interviewers
may adopt when they have smaller maximal numbers of vis-
its. We simply simulated a cap on the number of visits, but
ideally response propensities should be estimated based on
real caps. Such data are hard to come by, of course, and with
good reason. It must be expected that response propensities
are underestimated for smaller caps, therefore, because in-
terviewers adapt their strategy. Furthermore, there may be
errors in the paradata on visits, see Biemer, Chen, and Wang
(2013).

Figure 1 shows that there is potential gain in an adaptive
survey design as response propensities are clearly different
between age groups and between strategies. In both strate-
gies, at lower number of visits, age group 56-65 has the high-
est proportions and age group 25-25 the lowest. These differ-
ences are mostly caused by the difference in contact rates, but
also participation rates are highest for 56-65 and lowest for
15-25. Allowing for proxy reporting clearly raises the pro-
portions of response at early visits, and also tends to bring
the proportions closer to each other for the age groups.

Next, we move to the costs. The cost per sample unit for
group g and strategy s, cg (s), is approximately equal to

cg(s) = IPR × NVg(s) × TTg(s) + ρg(s) × IDg(s) , (13)

where IPR is the hourly interviewer pay rate, NVg (s) is the
expected number of visits in stratum g for strategy s, TTg (s)
is average travelling time per visit in stratum g for strategy s,
and IDg (s) is the average interview duration in stratum g for
strategy s. ρg (s) is the corresponding response propensity.
Calinescu and Schouten (2015) use (13) to estimate costs for
the LFS. They found (Table A5 in Calinescu & Schouten,
2015) that costs per sample unit are almost constant over
population strata based on age, household size, ethnicity and
registered unemployment. The underlying data showed that
the average travelling time and interview duration varied only
very little over the strata. However, the constant travelling
time hold, because Statistics Netherlands interviewers han-
dle multiple surveys at the same time; the contact strategy to
the LFS gets subsumed in regular interviewer workloads. In
the optimization, we make a simplification and use only the

expected number of visits as proxy for costs, i.e. we bound
the expected number of visits from above. In the same LFS
historic survey data, it was found that the average interview
duration is approximately four times longer than the average
travelling time per visit. In other words, an increase of a half
visit in the expected number of visits has the same impact on
costs as an increase in the response propensity of 12.5%.

Also in terms of costs there is a clear potential gain for
adaptive survey designs. The expected number of visits and
the response propensity vary over the age groups and, obvi-
ously, depend strongly on the maximal number of visits.

3.3 Response quality indicators for the LFS

In this section, we consider the third ingredient to the
adaptive survey design, the response quality propensities.
Before we do, we first explain how we measure response
quality for the LFS.

For our case study, we did not have the availability of para-
data and the LFS questionnaire is not designed around latent
constructs, but we did have linked administrative data. Vari-
ous government administrative data about employment and
registered unemployment could be linked to the sampling
frame directly. We augmented the LFS with data from the
Dutch Employment register (to determine whether a person
is working in employment and the number of jobs this per-
son has) and the Dutch Unemployed register (to determine
whether a person is registered at an employment office in
order to find a job). We defined three types of differences
between the survey data and the administrative data:
• Difference 1: Not employed in register, but employed

in LFS;
• Difference 2: Not employed in register and no employ-

ment office registration, but subscription to employment of-
fice in LFS;
• Difference 3: Employed in register, but not employed

in LFS.
Since the two administrative data sets are essential to var-

ious ministries, they receive a lot of attention and quality
checks. For this reason, we assume that there will be rela-
tively few errors in the administrative data.

The type of reporting is expected to have an influence
on the occurrence of measurement error, but the number
of visits is not, or only mildly. A proxy reporter may be
less knowledgeable and/or less motivated to provide answers,
and, hence, may be more likely to fail to report one or more
of the jobs.

The three differences between register data and LFS data
may have various causes. A possible cause is socially desir-
able answering, i.e. the respondent chooses an answer cate-
gory that displays him/her in a more favorable position. LFS
respondents may feel that they need to have a job or may need
to search for one. Another possible cause is motivated under-
reporting, i.e. the respondent deliberately reports a smaller
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Figure 1. Estimated proportions of the sample responding per visit and per age group. The left panel shows the
proportions for self-reporting only and the right panel for a design where proxy reporting is allowed. The
proportions for visit 7 to 10 are extrapolated using the first six visits (dotted line).

Table 2
Estimated response quality propensities per age group
and overall for type 3 differences.

Age group

15-25 26-55 56-65 All
Design feature % % % %

Self-reporting only 6.0 2.8 4.1 3.7
Proxy allowed 7.8 3.5 4.7 4.6

amount of items or events, e.g. Eckman et al. (2014). LFS
respondents have to report details on all jobs they have and
may decide not to as it is burdensome.

In the 2008 LFS, 8,0% of the respondents showed one
of the three differences. This relatively large proportion
of differences explains the difficulty Statistics Netherlands
national accounts department has with integrating the two
sources at a macro-level. The number of visits turned out to
be unrelated to the occurrence of all three differences. Fur-
thermore, the first and second difference are unrelated to the
type of reporting. However, the third difference increases
from 3.7% to 4.6%, when proxy reporting is allowed. De-
spite this relatively modest increase of 0.9%, we decided to
employ a response quality indicator for a type 3 difference.
Table 2 contains the propensities for the three age groups for
difference 3.

The potential gain of adaptive survey designs for response

quality are smaller than for response and costs, but there are
clear differences between age groups and strategies. Table 2
shows that the largest differences are found for the youngest
group; the proportion of respondents that deviate from ad-
ministrative data increases from 6.0 to 7.8%.

It is important to note that we use only a single response
quality indicator in our study. Clearly, measurement er-
ror in the LFS is much more diverse and high-dimensional
than missing employments. More response quality indicators
should and could be included, preferably based on paradata
about answering behavior. We leave this to future research.

3.4 Results

We demonstrate the two approaches to include response
quality propensities, as described in section 2.3, for the LFS.
We do this by answering two questions that relate to realis-
tic design decisions. Under both approaches, we include the
cost constraint and the R-indicator constraint (apart from the
standard regularity constraints), as presented in section 2.2.
We do not include a precision constraint per subgroup, for the
sake of simplicity and ease of presentation. In the following,
we define the response quality rate as the proportion of re-
spondents for who employments are missing, as explained in
section 3.3.

In the regular, non-adaptive LFS no explicit constraints
were set on the R-indicator or response quality rate. Table
3 contains the response rates when the average number of
visits per sample unit is constrained to 2, 2.5 and 3 for the
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Table 3
Optimal response rate for different cost constraints on the
average number of visits per address for a design with
self-reporting only and with proxy reporting allowed.
Corresponding R-indicator values and response quality
rates are given.

Cost constraint
in average
number of visits
per address

Optimal adaptive survey design

Response Response
rate R-indicator quality rate
% on age %

Self-reporting only
3 60.9 0.851 3.5
2.5 52.6 0.629 3.3
2 43.4 0.548 3.2

Proxy-reporting allowed
3 64.2 0.939 4.5
2.5 62.4 0.924 4.5
2 50.5 0.718 4.2

design with self-reporting only and for the design in which
proxy-reporting is allowed. Resulting R-indicator and re-
sponse quality rates are computed. From table 3 it is clear
that allowing for proxy reporting has a strong impact on the
response rate. Surprisingly, also the R-indicator on the three
age groups improves strongly. However, the proxy reporting
comes at a cost; the response quality rates go up by 1% point.
The number of visits also has a strong impact on the response
rate and R-indicator, but less so on the response quality rate.

Now, we present the two examples of design decisions that
could be performed, assuming that the current design is self-
reporting only:

1. Can the response rate be improved for a budget level
of 3 visits per address by allowing for proxy reporting while
maintaining the R-indicator and response quality rate?

2. Can the R-indicator be improved for a budget level of
2.5 visits per address by allowing for proxy reporting while
maintaining the precision and response quality rate?

Hence, in the first design decision, we take the self-
reporting only design with a budget of 3 visits per address as
benchmark. In the second design decision, this benchmark is
the self-reporting only design with 2.5 visits per address.

For the first analysis, improving the response rate, we
start by adopting Approach I, in which the modified response
rate is maximized subject to constraints on cost and the R-
indicator. Table 4 presents optimal modified response rates
for different values of the two constraints. Also given are
the corresponding, realized response rates, R-indicator val-
ues and response quality rates. For a maximum average of
three visits per address, the optimization does lead to an in-
crease in response rate of 3.1% and the R-indicator is sig-
nificantly improved from 0.851 to 0.928, but an increase of

the response quality rate of 0.5% has to be accepted. The re-
sponse quality rate cannot be controlled. We, therefore, move
to Approach II, in which the response rate is maximized sub-
ject to constraints on the cost, R-indicator and response qual-
ity rates. Table 5 contains the optimal response rates for var-
ious levels of the constraints plus their corresponding, real-
ized R-indicator values and response quality rates. It turns
out that the design without proxy reporting is optimal and,
hence, cannot be further improved unless the response qual-
ity rate constraint is abandoned or relaxed. Hence, from the
optimization it must be concluded that we cannot improve
the response rate unless we accept an increase in response
quality rate of 0.5%.

For the second analysis, improving the R-indicator, we as-
sume a lower budget level of on average 2.5 visits per ad-
dress. The R-indicator is then 0.629 and the response quality
rate is 3.3%. Again, we start by looking at Approach I, as-
suming constraints on the R-indicator and precision. Table
4 tells us that the R-indicator can indeed be improved sig-
nificantly from 0.629 to 0.905. Simultaneously, the response
rate is increased considerably. The latter means that the sam-
ple size could be reduced, and, hence, the total cost, when
proxy is allowed. However, again the response quality rate is
not maintained, it increases considerably by 1.1%. Approach
II may offer a solution. Table 5 shows that we can increase
the R-indicator to 0.852 while keeping the response quality
rate at 3.5%, which may be an acceptable increase. However,
it is not possible to maintain the response rate; at best we get
a drop of 3.3%, which is likely not acceptable. We must con-
clude that it is not possible to increase the R-indicator unless
we are willing to lose some response rate and precision. Note
that the R-indicator values in tables 4 and 5 are the same for
constraints 0.80 and 0.85; the R-indicator constraint is not
affecting the optimization until it increases to 0.90.

In the two design decision examples, we allowed for
switches in reporting type for the same sample unit, e.g. the
first visit may be self-report only, while for subsequent visits
proxy reporting may be allowed. This may lead to impracti-
cal designs. As an example, table 6 displays the optimal con-
tact protocol constraining the response quality rate to 3.5%
and the budget to an average of 2.5 visits per address. The
optimization leads to the following solution: For age group
15-25 one self-report visit is made, for age group 26-55 nine
visits are made with a switch to proxy after the third visit,
and for age group 56-65 seven visits are made with a switch
after the second visit. The number of switches can be con-
strained to zero. We will not elaborate this here, but refer to
Calinescu et al. (2012), where constraints on reporting type
are discussed.

Effective survey design for nonresponse and measurement
error in a setting with multiple survey variables of interest,
is a complex high-dimensional optimization problem. The
reduction of this dimensionality is, therefore, crucial. This
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Table 4
Optimal modified response rates (Approach I) for different levels of the cost constraint on the
average number of visits per address and the R-indicator when maximizing the modified
response rate. The resulting response rate, R-indicator and response quality rate are given.

Optimal adaptive survey design

Cost constraint in
average number of
visits per address

Optimal
modified Response

R-indicator response Response R-indicator quality rate
constraint rate (in%) rate (in%) on age (in%)

3 0.80 61.5 64.0 0.928 4.0
2.5 0.80 59.6 62.1 0.875 4.4
3 0.85 61.5 64.0 0.928 4.0
2.5 0.85 59.6 62.2 0.875 4.4
3 0.90 61.5 64.0 0.928 4.0
2.5 0.90 59.5 62.2 0.905 4.4

Table 5
Optimal response rates for different levels of the cost constraint on the average
number of visits per address and the R-indicator, when the response quality
constraint is set at 3.5% (Approach II). The resulting R-indicator and response
quality rate are given.

Optimal adaptive survey design

Cost constraint in
average number of
visits per address

Optimal
modified Response

R-indicator response R-indicator quality rate
constraint rate (in%) on age (in%)

3 0.80 60.9 0.851 3.5
2.5 0.80 49.3 0.852 3.5
3 0.85 60.9 0.851 3.5
2.5 0.85 49.3 0.852 3.5
3 0.90 – – –
2.5 0.90 – – –

Table 6
Optimal design when maximizing the response rate and
constraining the budget to 2.5 visits per address and the response
quality rate to 3.5%. “S” = self-report only and “P” = proxy
allowed.

Optimal protocol per visit number

Group #1 #2 #3 #4 #5 #6 #7 #8 #9 #10

15-25 S – – – – – – – – –
26-55 S S S P P P P P P –
56-65 S S P P P P P – – –
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holds true for both non-adaptive and adaptive designs. How-
ever, in adaptive survey design, there is usually a more ex-
plicit focus on indirect measures for non-sampling errors. In
this paper, we extend adaptive survey designs to measure-
ment error.

We chose to reduce the dimensionality of the measure-
ment error on the survey variables through, so-called, re-
sponse quality indicators, more specifically through the
propensities that they occur for different population sub-
groups. We compared two approaches to include response
quality propensities into an adaptive survey design frame-
work: modifying the response rate by the response quality
rate and adding a constraint on the response quality rate. We
strongly favor the second approach for two reasons. First,
adding constraints on the response quality rates offers much
more flexibility. Second, given that we may not be able to
identify and employ all possible response quality indicators,
it seems wiser to gradually constrain relevant response qual-
ity aspects than to treat respondents that show no lack of re-
sponse quality as perfect respondents.

Our extension of adaptive survey design is novel and has
two implications for survey design. First, the extension to
response quality and measurement error allows for a wider
range of design features that can be included in adaptive sur-
vey design. The survey mode is perhaps the most influential
survey mode in terms of both quality and costs but needs
a combined view on nonresponse and measurement error.
Second, the use of response quality propensities allows for
optimization in a way that is very similar to handling just
nonresponse error in adaptive survey design; the response
propensities are simply supplemented by propensities to find
reduced data quality.

We ignored two methodological complications: correla-
tions between nonresponse and measurement error, and ac-
curacy of design input parameters. The two errors may cor-
relate so that investigating their impact into separate indica-
tors or constraints may be too naive. There is some literature
on the interaction between the two errors, see Fricker and
Tourangeau (2010), Olson (2006) and Olson (2012). Future
research should look into this. Clearly, the input parameters
to the optimization have a certain bias and precision given
that they need to be based on historical survey data and expert
knowledge. So do input parameters to non-adaptive designs,
but, obviously, the level of detail is higher in adaptive de-
signs because of the stratification. It is imperative that analy-
ses of the sensitivity of the designs to inaccuracy in response
propensities, response quality propensities and cost param-
eters are performed. Two types of such sensitivity analyses
are useful: 1) the changes in format of the optimal design
and corresponding quality and costs for variations of the pa-
rameters, and 2) the performance of the optimized design for
variations of the parameters in terms of quality and costs.
Variations in parameters can be achieved in many ways; one

can both add noise as well as trends and seasonal patterns.
Important is that the variations respect any correlation in the
parameters like generally decreasing response propensities.
Future research should devote attention to robustness of de-
signs.

It is important that our study is evaluated, replicated and
improved by others. The case study in this paper is based on
real survey data. We made, however, some simplifications
that warn against direct implementation into practice. The
study is mostly meant as a demonstration of the impact of
various constraints and choices, and as a stepping stone for
discussion. How can our study be replicated: In the first step,
a set of design features (e.g. survey modes) needs to be se-
lected. In the second step, for each design feature, it needs to
be decided whether it affects both nonresponse and measure-
ment error. If that is the case, then, third, a list of response
quality indicators needs to be made that are conjectured to be
affected by some of the design features and not by others. In
the paper, we mention various examples, but there are likely
to be more and we recommend to consult the literature on
measurement error related to the design features of interest.
In the fourth step, the population needs to be stratified into
relevant subgroups. It is most straightforward to start from
the auxiliary variables in the weighting or nonresponse ad-
justment. The fifth step is to estimate response propensities
and response quality propensities given historic survey data.
The last step is to formulate the adaptive survey design op-
timization problem and to solve it numerically. Many soft-
ware packages support linear optimization problems. Some
software packages (like R) also support non-linear problems,
which is needed when constraints like the R-indicator are in-
cluded.
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