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Survey researchers increasingly use mixed-mode surveys for general population data collection
because mixed-mode surveys are argued to provide lower selection error at constant budgets, or
lower variable costs at constant selection error. Nevertheless, the advantage of lower selection
error and variable costs might be counteracted by higher measurement error and higher fixed
costs. This trade-off between selection error, measurement error, variable costs, and fixed costs
has hardly been studied within the existing literature about mixed-mode surveys. A possible
procedure for evaluating this trade-off is discussed in this paper by comparing the performance
(mean squared error) of mixed-mode survey designs against single-mode survey designs. The
procedure is further illustrated by real example data stemming from a mixed-mode mailface-to-
face survey. This illustration yields smaller errors for single-mode designs under low budgets
but smaller errors for mixed-mode designs under large budgets or, alternatively, a budgetary
advantage of single-mode designs when the allowed error is relatively high but a budgetary
advantage of mixed-mode designs when the allowed error is relatively small. However, the
validity of these results depend on several modeling assumptions which may be topics for
future research.
Keywords: Mixed-mode surveys, Single-mode surveys, Mean Squared Error, Survey Design,
Survey Budget, Survey Costs

1 Introduction

Traditionally, survey designs start from the choice of one
particular data-collection mode like Computer-Assisted Per-
sonal Interviewing (CAPI), Computer-Assisted Telephone
Interviewing (CATI), Mail Self-Administration Question-
naires (MSAQ’s), or Web Self-Administration Question-
naires (WSAQ’s). The choice of an optimal mode involves
a trade-off between, among others, different forms of se-
lection error and costs. Selection error is the error intro-
duced by only observing a small subset of population mem-
bers instead of the entire population because of noncoverage,
sampling, or nonresponse. In general, cheap data-collection
modes with low random selection error (like sampling error)
go with high systematic selection error (like nonresponse or
coverage error) and vice versa. For example, WSAQ surveys
involve low development and implementation costs and thus
allow for large sample sizes and low sampling error given
the available budget. Nonetheless, Web surveys often suffer
from much coverage and nonresponse error. CAPI surveys,
in turn, are expensive and thus restrict the maximal possible
sample size, but they are known to obtain less biased samples
of population members.
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In order to avoid a difficult choice between data-
collection modes, survey methodologists have suggested us-
ing mixed-mode surveys instead of single-mode surveys (de
Leeuw, 2005; Dillman, Smyth, & Christian, 2009). Mixed-
mode surveys are surveys where different groups of respon-
dents complete the survey by different data-collection modes.
As such, they are argued to reduce selection error or costs
relative to a single-mode survey, say by mode m1, for two
reasons. Firstly, if m1 is a cheap mode with low random but
high systematic selection error, certain population members
might not be willing or able to respond to mode m1 in the
single-mode survey but do respond to another mode in the
mixed-mode survey. In this case, the mixed-mode survey
offers greater external validity than the single-mode survey.
Secondly, if m1 is an expensive mode with low systematic
but high random selection error because of limited possible
sample sizes, some respondents may respond by a cheaper
mode in the mixed-mode survey so that larger samples can
be drawn or total survey costs can be reduced. In this case,
the mixed-mode survey offers greater external reliability than
the single-mode survey.

Both reasons mentioned above make clear that mixed-
mode surveys are only advantageous over single-mode
surveys if selection effects occur (Vannieuwenhuyze &
Loosveldt, 2013). Selection effects refer to differences be-
tween the respondents allocated to the different modes in a
mixed-mode survey. If such selection effects are absent, then
a single-mode design would provide samples which equally
represent the population and a mixed-mode design would
thus be worthless to use. Nevertheless, the advantage of se-
lection effects within mixed-mode surveys might not be guar-
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anteed because of two reasons.
First, the use of a mixed-mode instead of a single-mode

design requires additional fixed costs for the development
and implementation of the additional modes. These addi-
tional fixed costs might overwhelm a reduction in variable
costs per survey respondent. The choice between mixed-
mode and single-mode designs thus firstly involves a trade-
off between fixed and variable costs.

Second, selection effects might be counteracted by other
types of mode effects, namely measurement effects (de
Leeuw, 2005; Voogt & Saris, 2005; Dillman, Smyth, &
Christian, 2009; Weisberg, 2005). Measurement effects are
differences in measurement error accompanying the differ-
ent data-collection modes (Voogt & Saris, 2005; Weisberg,
2005) and occur when answers of the same respondents
would differ if different data-collection modes were used.
Typical examples of measurement effects are social desir-
ability error in interview modes, recency effects in telephone
surveys, or primacy effects in self-administration modes (see,
among others, de Leeuw, 2005; Dillman, Smyth, & Chris-
tian, 2009; Schwarz, Strack, Hippler, & Bishop, 1991). The
choice between mixed-mode and single-mode designs thus
secondly involves a trade-off between selection error and
measurement error.

In short, error and cost reduction by mixed-mode designs
due to selection effects may be counteracted by additional
fixed costs and by the occurrence of measurement effects.
As a consequence, the advantage of mixed-mode surveys rel-
ative to single-mode designs is not automatically guaranteed.
So far, the trade-off between both sorts of design has hardly
been a topic of study. This paper aims to fill this gap by dis-
cussing possible procedures to evaluate a particular mixed-
mode survey design relative to its single-mode counterparts.

The paper is further organized as follows. Section 2 in-
troduces and discusses the Mean Squared Error (MSE) as a
quantity to measure the performance of survey designs un-
der a given budget. The MSE of two distinct designs can
subsequently be compared in order to determine the advan-
tage of one design relative to the other design. Subsequently,
Section 3 provides an illustration of the procedure using a
survey item about opinions about surveys. In this illustra-
tion, a single-mode mail design, a single-mode face-to-face
design, and a sequential mixed-mode mail—face-to-face de-
sign are compared. Finally, Section 4 concludes the paper
with a short repetition and discussion of the drawbacks of
the proposed procedure.

2 A procedure to evaluate
mixed-mode designs

This section sketches a possible procedure to evaluate
the usefulness of a particular mixed-mode survey design
compared to one of its single-mode counterparts when real
data is available from both these mixed-mode and single-
mode designs. For simplicity, let us restrict focus to the es-
timation of the mean µ = µ(Y) of a target variable Y under
simple random sampling, and let us restrict the number of
modes to two, i.e. modes m1 and m2. Extensions to situations

with other statistics, other sampling methods, and more than
two modes can be derived from the following discussion but
might require more complex analysis frameworks.

A frequently used quantity to compare the quality of sur-
vey designs is the Mean Squared Error (MSE). The MSE
of a sample mean Ȳδ, β obtained by a survey using design δ
within a budget constraint β is defined as

MSE(Ȳδ, β) = E[(µ − Ȳδ, β)2]. (1)

The budget constraint β refers to the total available amount
of money which the researchers spend on the entire survey
process. The survey design δ, in turn, includes all other de-
cisions to be made by the researchers, also including the cost
allocation of the total budget to different aspects of the survey
process.

The researchers’ task now is to select the optimal survey
design which either minimizes the MSE given an available
budget or minimizes the required budget given a maximal
allowable MSE. Put differently, within the context of mixed-
mode surveys, researchers need to compare MSE(Ȳmm,β) ob-
tained by a mixed-mode design δ = mm with MSE(Ȳsm,β)
obtained by a single-mode design δ= sm using, for example,
mode m1. This comparison can be quantified by the differ-
ence between both MSE’s, that is MSE(Ȳmm,β)−MSE(Ȳsm,β).

The MSE in (1) can further be decomposed into

MSE(Ȳδ, β) = [µ − E(Ȳδ, β)]2 + Var(Ȳδ, β), (2)

where [µ − E(Ȳδ, β)] is the systematic error or bias, and
Var(Ȳδ, β) the random error of Ȳδ, β. Under simple random
sampling, E(Ȳδ, β) is known to equal E(Yδ, β), where Yδ, β
represents the outcome variable in surveys using design δ
and budget β. Likewise, under simple random sampling,
Var(Ȳδ, β) is known to equal Var(Yδ, β)/Nδ, β, where Nδ, β de-
notes the net sample size of a survey using design δ and bud-
get β. However, the outcome variable Yδ, β does not depend
on the survey budget β because, by definition, the measure-
ment of this variable is solely determined by survey design δ.
In other words, subscript β can be dropped from Yδ, β. Taking
all together, the MSE can be written as

MSE(Ȳδ, β) = [µ − E(Yδ)]2 +
Var(Yδ)

Nδ, β
. (3)

According to (3), estimation of a difference in MSE’s
requires knowledge of, firstly, E(Yδ) and Var(Yδ) for both
the mixed-mode and single-mode designs, secondly, Nδ, β for
both the mixed-mode and single-mode designs, and, thirdly,
the target mean µ. Convenient estimates of E(Yδ) and Var(Yδ)
are the sample mean ȳδ and sample variance s2

δ of Y obtained
from any survey using design δ. This sample mean and vari-
ance can straightforwardly be implemented in (3). Estima-
tion of the net sample size and the target mean requires more
elaborate discussion as provided in the next subsections.

Estimation of the net sample size
Unlike the sample mean and the sample variance, the net

sample size does depend on the survey budget β and creates
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the link between the MSE and the budget. As a consequence,
it should be expressed as a function of β. Consequently, ei-
ther the budget β can be fixed to a specific value and the MSE
of the mixed-mode and single-mode designs can be calcu-
lated and compared given this specified budget, or the MSE
can be fixed to a specific value and the required budget of the
mixed-mode and single-mode designs can be calculated and
compared given this specified MSE.

The discussion in this section starts from a scenario
where gross sample size and budget follow a linear relation
and where fixed costs and variable costs per drawn popula-
tion member (,respondent) are known for all survey designs.
This scenario overlaps with the available knowledge of the
illustration in the next section. However, in other situations,
the relation between gross sample size and budget might not
be linear and the available knowledge about costs might be
different (for example, one might know the variable cost per
respondent instead of per drawn sample member). In these
situations, the formulas outlined in this section should be
adapted, even though the main idea of writing the net sample
size in terms of the survey budget remains the same.

The net sample size is not constant but variable. Indeed,
people with response propensities smaller than 1 may cause
differences in net sample sizes over different replications of
a survey using the very same design δ and the very same
budget β. The gross sample size (i.e. the total sample ran-
domly drawn from the sampling frame), in contrast, can be
treated as fixed given a specific design δ and budget β. The
net sample size relates to the gross sample size Mδ, β by the
equation

Nδ, β = Mδ, βPδ, (4)

where Pδ is the response rate calculated on the total gross
sample size (i.e. including ineligible sample members). A
convenient estimate of this response rate is the sample re-
sponse rate pδ obtained from any survey using design δ. Like
Yδ, β, it is straightforward to assume that this response rate
only depends on the survey design and not on the budget β.

The next question is how the gross sample size relates
to the survey budget. When the relationship between gross
sample size and budget is linear, the total survey budget fac-
torizes into

β = fδ + Mδ, β vδ, (5)

where fδ refers to the fixed survey costs of a survey using
design δ, and vδ refers to the variable survey costs per drawn
sample member of a survey using design δ. The fixed costs
include, among others, the survey organization, the develop-
ment and implementation of the questionnaire, and logistics.
The variable costs include, among others, the cost for inter-
views, questionnaire sending, and quality control.

Substituting (4) into (5) and after some rearrangements,
we get

Nδ, β =
(β − fδ)Pδ

vδ
. (6)

This equation allows for estimation of the net sample size
and can be implemented in (3), provided that the fixed and
variable survey costs for design δ are known.

Estimation of the target mean
Absolute estimation of the target mean µ is a hard (if not

impossible) task, because it requires knowledge of the tar-
get variable within the entire target population and without
measurement error. Observed survey data rarely allow for
the estimation of the target mean because of selection and
measurement error. An alternative is to estimate a relative
target mean starting from a benchmark data-collection mode
and a reference sample. This alternative boils down to the
next two assumptions:

Assumption 1: Ignorable measurement error of the bench-
mark mode. Usually, the target variable Y is defined as
a theoretical construct. However, by definition, such a
theoretical construct excludes measurement and is use-
less in practical evaluation of survey error. An alterna-
tive is to use a variable measured by a particular mode,
say mode m1, as a benchmark and to compare the out-
comes of other modes with this variable. It is thus as-
sumed that the benchmark mode m1 comes with negli-
gible measurement error while mode m2 is considered
a distorting mode. Put differently, measurement error
of mode m1 is considered ignorable and measurement
by mode m2 is evaluated relative to measurement by
mode m1.

Assumption 2: Ignorable selection error in the reference
sample. Ideally, the target mean is measured on the
entire survey population. However, such measurement
is infeasible in practice because of sampling, noncov-
erage, and nonresponse. An alternative is to select one
realized survey sample as a reference population. This
selected sample must represent the target population
in the best way according to our beliefs. It is thus as-
sumed that the reference sample comes with negligi-
ble selection error while other samples are considered
distorted samples. Put differently, selection error in
this reference sample is considered ignorable and other
samples are evaluated relative to this reference sample.

Because mixed-mode surveys are generally used to
lower selection error relative to their single-mode counter-
parts (de Leeuw, 2005; Dillman, Smyth, & Christian, 2009),
the most logical candidate reference sample is the sample
obtained from the mixed-mode survey. Indeed, mixed-mode
survey designs are introduced by the belief that they provide
samples which, on average, better represent the population
compared to their single-mode survey counterparts. Never-
theless, in situations where this proposition does not hold, a
single-mode sample can be taken as the reference population
instead.

However, choosing one single mode m1 as benchmark
mode and a mixed-mode dataset as reference sample creates
a problem. By definition, part of the reference sample data is
not collected by the benchmark mode m1 but by the distorted
mode m2, and this mismatch prevents direct estimation of the
target mean. Indeed, estimation of the target mean requires
all data to be collected by mode m1, including the data of



34 JORRE T. A. VANNIEUWENHUYZE

respondents who actually respond by mode m2. The ques-
tion is how mode m2 respondents would respond if their data
had been collected by mode m1 instead of mode m2. Such
data are called counterfactuals or potential outcomes (Rubin,
1974; Rosenbaum & Rubin, 1983; Holland, 1988; Galles &
Pearl, 1998).

The causal inference literature (e.g., among others,
Pearl, 2009; Morgan & Winship, 2009; Weisberg, 2010) pro-
vides two general analysis models to avoid counterfactual
data and to estimate the target mean within mixed-mode data.
These models start from conditioning the analysis model on
well-chosen covariates and are briefly described below. A
detailed general discussion of both methods is given by Pearl
(1995) and Pearl (2000), and the application of both methods
within the context of mixed-mode data is discussed in detail
by Vannieuwenhuyze et al. (2014).

The back-door model. The first and most popular model
for estimating counterfactuals involves the inclusion of co-
variates B, where B is argued to explain why different re-
spondents are selected for different modes. This model is
called the back-door model (Pearl, 1995, 2009), because it
aims to capture ‘back-door’ correlations between the sur-
vey mode and the target variable which arise from com-
mon cause variables. Within the mixed-mode literature, the
back-door model has already been widely applied, but pre-
dominantly using socio-demographic variables as back-door
covariates (e.g., among others, Lugtig, Lensvelt-Mulders,
Frerichs, & Greven, 2011; Heerwegh & Loosveldt, 2011;
Jäckle, Roberts, & Lynn, 2010; Hayashi, 2007; Fricker,
Galesic, Tourangeau, & Yan, 2005; Holbrook, Green, &
Krosnick, 2003; Greenfield, Midanik, & Rogers, 2000).

However, a covariate B must meet two important as-
sumptions in order to consistently estimate the target mean
(Pearl, 2009; Morgan & Winship, 2009). The first assump-
tion is that B fully captures the selection effect between the
modes (Rosenbaum & Rubin, 1983), and this assumption
is called the ignorable mode allocation assumption because
it refers to a random allocation of the respondents to both
modes after control for B. The second assumption is the ab-
sence of measurement effects on B (Pearl, 2009), and this
assumption is called the mode-insensitivity assumption be-
cause it refers to the B variables being mode-insensitive.

If both the ignorable mode selection assumption and the
mode-insensitivity assumption hold true, it can be shown that
the target mean can be written as an expression of quantities
which do not require counterfactual data (Vannieuwenhuyze,
Loosveldt, & Molenberghs, 2014). If B is a discrete variable,
then the following result emerges:

µ =
∑

b

µm1b
(
πb |m1 τm1 + πb |m2 τm2

)
, (7)

where µm1b represents the conditional mean E(Y |B = b)
within the mode m1 group of respondents, πb |m represents
the probability P(B = b) within the mode m group of re-
spondents, and τm represents the proportion of respondents
selected for mode m. The right-hand side of (7) can be es-
timated from observed mixed-mode data and can be imple-

mented in (3). As a result, if a covariate B is available which
satisfies both assumptions, the back-door model allows for
evaluating the MSE of different survey designs.

The front-door model. The second model for estimating
counterfactuals involves the inclusion of a covariate F, where
F explains differences in measurement error between the dif-
ferent modes. This model is called the front-door model
(Pearl, 1995, 2009) because it aims to capture ‘front-door’
correlations between the survey mode and the target variable
which arise from a direct causal effect of the survey mode on
the variable of interest. Nonetheless, the front-door model re-
mains relatively unexplored within the current mixed-mode
literature. This model is solely used by Vannieuwenhuyze et
al. (2014) who use a question about survey pleasure as the
front-door covariate.

However, like back-door covariates, covariate F must
meet two assumptions in order to consistently estimate the
target mean (Pearl, 2009; Morgan & Winship, 2009). The
first assumption is that F fully captures the measurement ef-
fect between the modes and this assumption is called the ex-
haustiveness assumption. The second assumption is the ab-
sence of selection effects on F and this assumption is called
the isolation assumption because F must be isolated from
selection effects.

Like with the back-door model, if both the exhaustive-
ness assumption and the isolation assumption hold true, it
can be shown that the target mean can be written as an ex-
pression of quantities which do not require counterfactual
data (Vannieuwenhuyze et al., 2014). If F is a discrete vari-
able, then the following result emerges:

µ =
∑

f

π f |m1

(
µm1 f τm1 + µm2 f τm2

)
, (8)

where π f |m1 represents the probability P(F = f ) within the
mode m1 group of respondents, and µm f represents the con-
ditional mean E(Y |F = f ) within the mode m group of re-
spondents. The right-hand side of (8) can be estimated from
observed mixed-mode data and can be implemented in (3).
As a result, if a covariate F is available which satisfies both
assumptions, the front-door model also allows for evaluating
the MSE of different survey designs.

3 An illustration with the Survey
On Surveys

This section provides an illustration of the technique out-
lined in the previous section. In this illustration, it will be in-
vestigated whether a sequential mixed-mode mail—face-to-
face design provides better results than its single-mode mail
and face-to-face counterpart designs for the estimation of the
average opinion about surveys. The relative performance of
all three designs is estimated by the Survey on Surveys data,
which was organized in 2004 in Flanders, Belgium, by the
Survey Methodology Research Group of the Centre for Soci-
ological Research, KU Leuven (Storms & Loosveldt, 2005).
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Survey design

The total sample of the Survey on Surveys consisted
of 1200 Flemish persons aged between 18 and 80 sampled
from the national register. A two-stage sampling procedure
was used in which first 48 communities where drawn with
a chance proportional to size and with replacement. Sub-
sequently, 25 people were randomly drawn from each se-
lected community. Because of sampling with replacement,
45 communities were effectively drawn of which one was
drawn three times and one was drawn two times. These two
communities thus include 75 and 50 sample members respec-
tively. The clustering within communities will be taken into
account in the analysis, and nonresponse is further assumed
ignorable conditional on the communities.

Note that the sampling technique of the Survey On Sur-
veys is not a simple random sample, as is used in the theo-
retical Section 2. However, it can easily be assumed that the
sampling technique does not affect measurement error or that
sample statistics from a simple random sample can straight-
forwardly be estimated by the clustered two-stage random
sample of the Survey On Surveys. The only difference will
be that larger standard errors for the sample statistics might
be obtained under two-stage random sampling relative to
simple random sampling. Nonetheless, the reader should
bear in mind that the conclusions below only apply for sur-
vey designs using simple random sampling and not two-stage
random sampling.

Each sample member of the Survey On Surveys was first
randomly selected for one of two arms. The first arm in-
cluded 20 sample members per selected community, while
the second arm included 5 sample members per selected
community. In sum, 960 sample members were assigned to
the first arm and 240 were assigned to the second arm. A
sample member of the first arm was first contacted by mail
with an invitation to complete an enclosed paper question-
naire. If this sample member did not return the paper ques-
tionnaire, a first reminder was sent by mail two weeks later
and a second reminder accompanied by a new questionnaire
was sent by mail four weeks after the first reminder. The mail
survey phase lasted two months. Sample members who did
not return the paper questionnaire in due time were contacted
by an interviewer at home to complete a face-to-face (ftf) in-
terview (i.e. CAPI). Nonetheless, this face-to-face follow-up
was unknown to the sample members during the initial mail
phase. A sample member of the second arm was immediately
contacted by an interviewer at home to complete a face-to-
face interview. The survey questionnaire and data collection
strategy of this second arm were equal to the second phase of
the first arm, except that the sample members did not receive
the mail questionnaire first. In both arms, a e5 gift voucher
was used as an incentive for returning the questionnaire or
for responding to the interview.

The data allow comparison of three survey designs. The
first design is the sequential mixed-mode design from the
first arm, starting with the mail phase and ending with the
face-to-face phase, and we will further refer to this design
by δ= mm. The second design is a single-mode mail design

which can be evaluated by the responses of the first phase
of the first arm, and we will further refer to this design by
δ = mail. The third design is a single-mode face-to-face de-
sign which can be evaluated by the data from the second arm,
and we will further refer to this design by δ = ftf. In sum-
mary, the data allow to compare a sequential mixed-mode
design with its single-mode mail and single-mode face-to-
face counterparts.

Because the aim of the paper is to illustrate the evalua-
tion techniques rather than to make judgments about the pop-
ulation, the analysis will only include those respondents who
responded to all the variables listed below. Partial responses
are considered as nonresponse. If only full response is con-
sidered, the single-mode mail survey (i.e. the initial mail
phase of the first arm) reached a response rate of 55.4% (Ta-
ble 1), while the mixed-mode survey (i.e. the entire first arm)
reached a response rate of 72.9%, which is a relatively high
response rate for a general population survey. The single-
mode face-to-face survey (i.e. the second arm), in turn, had
a response rate of 71.7%. Note that the number of mail re-
spondents in the single-mode mail design is lower than the
number of mail respondents in the mixed-mode design. This
difference is caused by the fact that some respondents sent
back their mail questionnaire after a face-to-face contact in
the follow-up phase. We assume that these people would not
have responded if they were not recontacted face-to-face.

Variables
Target variable Y . The MSE is analysed on the mean

of an item about the respondents’ opinions about surveys
(Loosveldt & Storms, 2008). Each respondent was asked
to indicate (dis-)agreement with the proposition “I do not
like participating in surveys” on a 5-point Likert-scale rang-
ing over ‘1=completely disagree’, ‘2=disagree’, ‘3=neither
agree nor disagree’, ‘4=agree’, and ‘5=completely agree’.
In the mail questionnaire, these answer categories were listed
horizontally in a table but a ‘don’t know’/‘no opinion’ option
was not provided. In the face-to-face interviews, the response
categories were read out by the interviewer and presented
vertically on a showcard, again excluding ‘don’t know’ and
‘no opinion’ options.

The particularity of this item about survey liking might
very likely cause selection effects and measurement effects
on the mean. First, there might be a selection effect within
the sequential mixed-mode design as non-respondents to the
mail questionnaire are likely to be more negative about sur-
veys (Loosveldt & Storms, 2008). Second, a measurement
effect is also expected because respondents interviewed face-
to-face will probably tend to report more socially desirable
positive opinions about surveys in front of an interviewer
(Dillman, Phelps, et al., 2009; Loosveldt & Storms, 2008). It
should be stressed, however, that this item about survey lik-
ing is strategically chosen for the purpose of the illustration,
but the particularity of this item probably prevents drawing
general conclusions from this illustration.

Front-door variable F. Within this illustration, the front-
door model is used for the estimation of the target mean µ.
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Table 1 The Survey On Surveys includes data collected by mail questionnaires and face-to-face (ftf) interviews and allows comparing
three survey designs.

mixed-mode single-mode single-mode
mail-ftf design mail design ftf design

Frequency of . . .
mail response 525 495
face-to-face response 130 160
partial response 32 26 2
nonresponse 211 426 61
not eligible 62 13 17

Response rate∗ 0.729 0.554 0.717
∗ = response/(total - not eligible)

As a front-door variable, a question is used which asks for
the respondents’ experiences during the survey. At the end
of the questionnaire, the respondents were asked whether
they found answering the questions a pleasant or unpleas-
ant task. The respondents could select an answer from a
5-point Likert-scale including the responses ‘very pleasant’,
‘pleasant’, ‘neither pleasant, nor unpleasant’, ‘unpleasant’,
and ‘very unpleasant’. The format of this question in the
mail questionnaire and the face-to-face interview was ex-
actly equal to the opinion about survey items. Because rel-
atively few respondents marked ‘very pleasant’, ‘unpleas-
ant’, and ‘very unpleasant’, the variable was dichotomized
(‘very pleasant’ and ‘pleasant’ versus ‘neither pleasant, nor
unpleasant’, ‘unpleasant’ and ‘very unpleasant’). This ques-
tion about survey pleasure is used as a front-door covariate
because Vannieuwenhuyze et al. (2014) found that this co-
variate yielded mode effects estimates in line with expecta-
tions, while a back-door model with socio-demographic co-
variates did not. Unfortunately, other potential back-door or
front-door covariates are not available in the Survey on Sur-
veys. Developing and testing other potential covariates is
a topic which certainly needs to be addressed in future re-
search.

It is very likely that the mode of data-collection has a
direct causal effect on reported survey pleasure. Indeed, sur-
vey pleasure may be higher in face-to-face surveys because
respondents enjoy the interaction with an interviewer. Sur-
vey pleasure, in turn, probably has an effect on the reported
opinion about surveys because people who report completing
the survey as a pleasant task will tend to report more positive
opinions about surveys in general.

Nevertheless, the central question remains whether sur-
vey pleasure fully captures the measurement effect on the
target variable. Some insights can be given by the associ-
ations between the mode group and the front-door variable,
and between the front-door variable and the target variable.
There is a significant association between the mode group
and survey pleasure (χ2 = 34.431, d f = 1, p < 0.001).
Moreover, even though the face-to-face mode includes more
reluctant population members who did not complete the ini-
tial mail questionnaire, the face-to-face respondents report
a significant higher pleasure compared to the mail respon-

dents. This observation may confirm that people enjoy the
interaction with an interviewer. Likewise, the association be-
tween survey pleasure and the opinion item is positive and
highly significant as well (χ2 = 63.369, d f = 4, p < 0.001).
This observation may confirm that people experiencing more
pleasure in answering the survey will report a more positive
opinion about surveys in general. Nevertheless, it should be
noted that these correlations between the mode group, the
front-door variable, and the target variable neither prove the
presence of a measurement effect nor prove the capturing
power of the front-door variable.

Costs

The Survey On Surveys was entirely collected by the
Survey Methodology Research Group of the Centre for So-
ciological Research of the KU Leuven. As a consequence, it
is hard to define the exact fixed and variable costs of all three
survey designs. As a solution, a new price offer was asked
to the Belgian commercial survey organization GfK Signif-
icant for all three designs. These designs included the very
same questionnaire, organization, and implementation as the
Survey On Surveys except that a simple random sample was
used instead of a two-stage random sample. The total prices
were asked for the three designs when the total gross sam-
ple would equal 1000, 1500, 2000, 2500, and 3000 people
respectively.

For each design, the offered prices and gross sample
sizes lie more or less on a straight line. As a consequence,
these price offers allowed us to estimate the fixed and vari-
able costs for each design by fitting a linear regression line
through the five points for each design separately (Table 2).

The intercepts of these regression lines represent the
fixed costs because they refer to the price of the surveys
when the gross sample size is zero. The fixed costs of the
single-mode mail survey add up to e14 456. As could be ex-
pected, the fixed costs of a single-mode face-to-face survey
are somewhat larger, namely e20 591, because face-to-face
surveys require expensive interviewer training. The fixed
costs of the sequential mixed-mode mail-face-to-face survey
only slightly exceed the fixed costs of a single-mode face-to-
face survey, namely e21 574.

The slopes of the regression lines, in turn, denote the
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Table 2 The three survey designs have different fixed and variable costs (in e).

fixed cost variable cost∗
fδ vδ

single-mode mail (δ=mail) 14 455.60 17.94
single-mode face-to-face (δ= ftf) 20 591.30 96.46
mixed-mode mail—face-to-face (δ=mm) 21 574.46 34.04
∗ cost per randomly drawn population member

variable costs as they represent the increase in total survey
costs per added sample member. A mail survey has the low-
est variable cost, which equalse18. A face-to-face survey, in
contrast, involves large variable costs, namely e96, because
interviewers need to be paid. The variable costs of a mixed-
mode survey fall in between the above figures, i.e. e34 per
sampled individual.

Estimation procedure

It is a complex task to estimate the difference in MSE
between two designs because it is a non-linear function of
different statistics including variance parameters. For that
reason, a Bayesian analysis is used, in which the uncertainty
about the population difference between two MSE’s θ is for-
malized by the posterior probability distribution of θ given
the available data, that is p(θ|data) . Using Bayes Rule, the
posterior distribution is then calculated by

p(θ|data) = c−1 p(data|θ) p(θ),

where c is a normalizing constant independent of θ, p(data|θ)
is the likelihood function of the data for θ, and p(θ) is
the prior distribution. The prior distribution reflects the re-
searcher’s uncertainty about θ before the data is taken into
account, and, for that reason, may add a flavour of subjectiv-
ity to the analysis. Nonetheless, such subjectivity can easily
be avoided if relatively flat priors are chosen.

A Bayesian analysis strategy has the advantage of com-
putational ease combined with good frequentist properties
for complex problems like ours. First, inferences about θ
can easily be made in a Bayesian analysis by merely tak-
ing a number of random draws from its posterior distribution
(Gelman, Carlin, Stern, & Rubin, 2004). The sample vari-
ance of these random draws provide estimates of uncertainty
that are usually easier to calculate than asymptotic variances
because random draws of θ are simple functions of random
draws of the separate sufficient statistics for θ, that are all
quantities in (3), (6), and (8) (Little, 2013). Second, in com-
plex problems, Bayesian methods with relatively flat priors
have been shown to yield better frequentist properties than
many regular frequentist approaches because they automati-
cally incorporate non-normality of sample variances and cor-
rections for finite sample sizes (Little, 2004, 2012). Nonethe-
less, in order to have good frequentist properties, the analy-
sis models should incorporate key design features through
weights and clustering. For that reason, weighted parame-
ters are estimated by using hierarchical models that take into

account the clustered nature of the data within the commu-
nities. Let us further label the communities by the indices
c = 1, . . . , 45, and let us label the respondents by the indices
i = 1, . . . , nc, where nc denotes the net sample size within
community c.

The design-specific means (E(Yδ)) and variances
(Var(Yδ)) are estimated by the hierarchical normal model:

yic ∼ N(θc, σ
2)

θc ∼ N(θ, τ2),

where θ has been assigned a normal prior distribution
N(2.5, 106), and σ2 and τ2 have been assigned a half normal
prior distribution N(0, 106)I[0,∞[. The mean is subsequently
estimated by the weighted sum

∑45
c=1 θc · Mc/M where Mc

denotes the gross sample size of cluster c and M denotes the
overall gross sample size. The variance is estimated by the
sum σ2 + τ2. The design-specific proportions (Pδ) are esti-
mated by the hierarchical logistic model

yic ∼ b(πc)
Logit(πc) ∼ N(λ, ς2),

where λ has been assigned a normal prior distribution
N(0, 106), and ς2 has been assigned a half normal prior dis-
tribution N(0, 106)I[0,∞[. The proportion is subsequently es-
timated by the weighted sum

∑45
c=1 πc · Mc/M.

In order to make inferences, Gibbs sampling was used
via the WinBugs software (Lunn, Thomas, Best, & Spiegel-
halter, 2000). One thousand simulated values of the sam-
ple means, variances, and proportions were taken from their
posterior distributions by using every 100th value of 100 000
simulations after a burn-in of 1 000 iterations. Afterwards,
these 1 000 values are used to calculate the differences be-
tween the MSE’s as defined in (3). Point estimates are ob-
tained by taking the median of these 1 000 simulated MSE-
scores and 95% credibility intervals (CI’s) are obtained by
using the 2.5th and 97.5th percentiles of these 1 000 simu-
lated MSE-scores.

Results
This section compares and discusses the estimated

MSE’s of the three survey designs, i.e. the single-mode
mail survey (δ = mail), the single-mode face-to-face survey
(δ = ftf), and the sequential mixed-mode mail—face-to-face
survey (δ=mm). The mail questionnaire as well as the face-
to-face interview are successively taken as the benchmark
mode, which is the mode which goes without measurement
error (see Assumption 1).
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δ=mail

δ= ftf

δ=mm

Total budget β
e14 000

MSE small

MSE large

e24 412e21 817

Figure 1. When the mail questionnaire is the benchmark mode and
a large budget (β) is available, the MSE of the mixed-mode mail –
face-to-face design (δ= mm) drops below the MSE’s of the single-
mode face-to-face design (δ= ftf) and the single-mode mail design
(δ=mail).

Mail questionnaire as benchmark mode. When the mail
questionnaire is chosen as the benchmark mode, the first sur-
prising result is that the MSE of the single-mode face-to-
face survey is always larger than the MSE of the single-mode
mail survey (Figure 1). These results might point at an ab-
solute advantage of using a mail survey instead of a face-
to-face survey under any available budget. The second sur-
prising result is that the MSE of the mixed-mode design has
a steep drop at small budgets and immediately drops below
the MSE curves of the single-mode designs. This means that
the mixed-mode design seems to be more attractive than the
single-mode designs as soon as the fixed costs of the mixed-
mode design are covered by the total budget. Put differ-
ently, when the maximal allowable MSE is relatively large,
a single-mode mail survey is cheaper, but when the maximal
allowable MSE is relatively small, the mixed-mode design
becomes more attractive.

The difference between the MSE’s of the mail survey
and the mixed-mode survey (Figure 2) crosses zero at a bud-
get of e24 412 (With 95%-CI = [e23 127,e27 651]). This
means that, when the available survey budget is lower than
about e24 412, a single-mode mail survey will provide less
error relative to the mixed-mode mail—face-to-face survey.
When the available budget exceeds e24 412, in contrast, the
mixed-mode design is more attractive. Note that, when the
fixed and variable costs of the mail survey are taken into ac-
count, a budget of e24 412 implies a maximal gross sample
of 555 people (=(e24 412- fmail)/vmail) which is a rather small
sample size.

The difference between the MSE’s of the face-to-face
survey and the mixed-mode survey (Figure 3) crosses zero at
a budget of e21 817 (With 95%-CI = [e21 723,e22 012]).
This means that, when the available survey budget is lower
thane21 817, a single-mode face-to-face survey will provide
less error relative to the mixed-mode mail—face-to-face sur-

e21 600 e44 000
Total budget β

log(MSE) mail
- log(MSE) mm

-1

0

1

e24 412

Figure 2. When the mail questionnaire is the benchmark mode,
the difference between the MSE’s of the mail survey and the
mixed-mode survey crosses zero at a budget of e24 412 with a
95% credibility interval of [e23 127,e27 651].

e21 600 e44 000
Total budget β

log(MSE) ftf
- log(MSE) mm

-1

0

1

Figure 3. When the mail questionnaire is the benchmark mode,
the difference between the MSE’s of the face-to-face survey and
the mixed-mode survey crosses zero at a budget of e21 817 with a
95% credibility interval of [e21 723,e22 012].

vey and vice versa. However, when the fixed and variable
costs of the face-to-face survey are taken into account, a bud-
get of e21 817 implies a maximal gross sample of merely
12 people. This sample size is unrealistically small and we
can conclude that the mixed-mode design generally performs
better than the single-mode face-to-face design in this situa-
tion.

Face-to-face interview as benchmark mode. Like in the
previous subsection, when the face-to-face interview is cho-
sen as the benchmark mode, the MSE of the single-mode
face-to-face survey is always larger than the MSE of the
single-mode mail survey (Figure 4). This result is even more
surprising because the face-to-face survey is considered the
unbiased benchmark mode here. Apparently, the large vari-
able costs (or sampling error) of the face-to-face survey is
not counterbalanced by a lack of measurement bias. Like in
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δ=mail

δ= ftf

δ=mm

e14 000 e44 000
Total budget β

MSE small

MSE large

e35 511e21 878

Figure 4. When the face-to-face interview is the benchmark mode
and a large budget (β) is available, the MSE of the mixed-mode
mail—face-to-face design (δ = mm) drops below the MSE’s of the
single-mode face-to-face design (δ = ftf) and the single-mode mail
design (δ=mail).

the previous subsection, the MSE of the mixed-mode design
has a steep drop at small budgets and immediately crosses
the MSE of the face-to-face design. The curve of the mail
survey MSE is, however, crossed at a larger budget. Put dif-
ferently, like in the previous subsection, when the maximal
allowable MSE is relatively large, a single-mode mail survey
is cheaper, but when the maximal allowable MSE is relatively
small, the mixed-mode design becomes more attractive even
though it requires a large budget.

The difference between the MSE’s of the mail survey and
the mixed-mode survey (Figure 5) crosses zero at a budget of
e35 511 (With 95%-CI = [e24 235,∞[). This would mean
that the mixed-mode design becomes advantageous over the
single-mode mail design whenever the available budget ex-
ceeds e35 511. Note however that the 95% credibility in-
terval lower bound does not cross zero. So, there is only
weak evidence of the advantage of the mixed-mode design
for budgets larger than e35 511. When the fixed and vari-
able costs of the mail survey are taken into account, a budget
of e35 511 implies a maximal gross sample of 1173 people,
which is a fair sample size.

The difference between the MSE’s of the face-to-face
survey and the mixed-mode survey (Figure 6) crosses zero at
a budget of e21 878 (With 95%-CI = [e21 753,e22 174]).
This means that, when the available survey budget is lower
than e21 878, a single-mode face-to-face survey will pro-
vide less error relative to the mixed-mode mail—face-to-face
survey and vice versa. However, when the fixed and vari-
able costs of the face-to-face survey are taken into account,
a budget of e21 878 implies a maximal gross sample of only
13 people. Like in the previous subsection, this sample size
is unrealistically small and we can conclude that the mixed-
mode design generally performs better than the single-mode
face-to-face design in this situation.

e21 600 e44 000
Total budget β

log(MSE) mail
- log(MSE) mm

-1

0

1

e35 511

Figure 5. When the face-to-face interview is the benchmark mode,
the difference between the MSE’s of the mail survey and the
mixed-mode survey crosses zero at a budget of e35 511 with a
95% credibility interval of [e24 235,∞[.

e21 600 e44 000
Total budget β

log(MSE) ftf
- log(MSE) mm
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Figure 6. When the face-to-face interview is the benchmark mode,
the difference between the MSE’s of the face-to-face survey and
the mixed-mode survey crosses zero at a budget of e21 878 with a
95% credibility interval of [e21 753,e22 174].

Summary and limitations of the illustration

The conclusion of this illustration would be that, in most
situations, a mixed-mode mail—face-to-face design is more
attractive than a single-mode mail or a single-mode face-to-
face design. Only for small available budgets or large allow-
able error the single-mode mail design seems to perform bet-
ter. Direct generalization of these conclusions would, how-
ever, be inappropriate. Indeed, general conclusions require
replications of this study using different survey items, differ-
ent populations, different statistics, and different cost speci-
fications.

First, the MSE’s of the three designs are only compared
for one particular question, i.e. a question about survey lik-
ing. Moreover, this question probably is very susceptible to
selection error and measurement error and this susceptibil-
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ity may cause large differences between different survey de-
signs. Other questions, which may be less susceptible to se-
lection and measurement error, might provide less clear dif-
ferences between different survey designs. When selection
effects were smaller, the tipping point between a mixed-mode
and single-mode design would be situated at a higher budget
because selection error would be less severe in the single-
mode design relative to the mixed-mode design. When mea-
surement effects were smaller, in contrast, the tipping point
between both designs would be situated at a lower budget be-
cause measurement error would be less severe in the mixed-
mode design relative to the single-mode design.

Second, the MSE’s of the three designs are only com-
pared for one particular statistic, i.e. the mean. The analysis
of other, more complex statistics might provide different re-
sults. For example, higher-order moments are known to be
more sensitive to small sample sizes and better results might
be obtained for these statistics by a cheap mail survey com-
pared to the more expensive face-to-face and mixed-mode
designs, even for larger budgets.

Third, the MSE’s of the three designs are only compared
for one particular survey population, i.e. the Flemish popu-
lation. Survey traditions in other countries might differ from
the Flanders case. As such, one survey design might come
with completely different selection and measurement error
when used in different countries or for different populations.
As a result, the three survey designs might compare differ-
ently when other populations are considered.

Fourth, the MSE’s of the three designs are only com-
pared for one particular cost specification. Indeed, the analy-
sis of the MSE’s started from the situation in which the data
collection is outsourced to a commercial survey organization,
and from a linear relation between budget and gross sample
size. In other situations, the fixed and variable costs of all
three survey designs might be different, and the relation be-
tween budget and gross sample size might be non-linear. In
that case, results might differ.

Fifth, the MSE’s of the three designs are only compared
using one particular analysis model for the estimation of the
target mean. Indeed, within this illustration, the front-door
model is used including only one single covariate about sur-
vey pleasure. The principal question is whether this covari-
ate meets all the required assumptions in order to provide an
unbiased estimate of the target mean. Future research might
come up with better front-door as well as back-door covari-
ates, and these covariates may provide different conclusions.
Another alternative might be to use a single-mode sample as
the reference sample. In this illustration, the single-mode
face-to-face sample could also be chosen as the reference
sample because it has a response rate close to the response
rate of the mixed-mode sample. This choice would not re-
quire covariate adjustment techniques if face-to-face data-
collection is also chosen as the benchmark mode. This strat-
egy, however, would prevent choosing the mail questionnaire
as the benchmark mode.

In summary, in order to draw general conclusions about
the suitability of a mixed-mode mail—face-to-face survey
design relative to its single mode face-to-face and single-

mode mail counterparts, the study should be replicated with
other target variables, other target statistics, other target pop-
ulations, and within other financial situations. Further, it can
also be noted that no conclusions can be drawn about sur-
vey modes other than the mail questionnaire and face-to-face
interview and mixed-mode designs other than a sequential
design.

4 Discussion

This paper discussed a possible procedure to evaluate the
usefulness of mixed-mode survey designs relative to their
single-mode counterparts given a specific available survey
budget. The Mean Squared Error (MSE), which quantifies
the expected error of a design, is used to compare the mixed-
mode and single-mode designs. However, this procedure
only provides relative comparisons and might possibly be not
optimally accurate.

First, the procedure is relative because the MSE requires
knowledge about the population, but this knowledge is usu-
ally absent. As an alternative, one particular mode is chosen
as a benchmark to measure the target variable, and one re-
alized sample is chosen as a reference to represent the pop-
ulation (see assumptions 1 and 2). If a different benchmark
mode and/or reference population is chosen, the results will
change and may lead to different conclusions. However, such
differences can easily be investigated by using sensitivity
analyses in which the benchmark mode and reference sam-
ple are switched. Nevertheless, such analyses of course do
not allow for estimating absolute survey error introduced by
different designs. Research to absolute error reduction and
estimation procedures are still required in future studies.

Second, the procedure might not be optimally accu-
rate because the benchmark mode and reference sample
might not completely overlap. In this paper, the mixed-
mode sample is used as the reference population, but this
a priori excludes direct estimation of all responses within
the benchmark mode. As a solution, the back-door and/or
front-door models can be used to correct biased responses
from the distorted modes. Nevertheless, both these mod-
els require covariates which either explain the selection or
the measurement effects between the modes. In general,
these requirements reduce to assumptions which are hard to
check within applied research. Future survey methodologi-
cal research might focus on the development of appropriate
back-door and front-door covariates. Proper back-door vari-
ables must measure, among others, peoples’ (in)capacity and
(un)willingness to respond in particular modes. As a conse-
quence, para-data about or survey questions asking for mode
preferences might be topics for further research so that better
back-door covariates can be developed. Proper front-door
variables should try to measure causes of measurement error
like, among others, response burdens, satisficing, acquies-
cence, or social desirability. Potential front-door variables
might be para-data or survey questions about, among others,
survey pleasure, perceived privacy, the number of item non-
response, or primacy and recency effects. The operationali-
sation of such variables might also be topics for further re-
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search so that better front-door covariates can be developed.
Further, the advantage of a mixed-mode design depends

on several factors like the target variable, the target statistic,
the target population, and the particular context in which the
data collection is financed. As already mentioned in the illus-
tration, assessing the advantage of mixed-mode surveys re-
quires further replications of this study using different survey
items, different populations, different statistics, and different
cost specifications. The investigation of all possible survey
situations might require some time and research before one
can draw unconditional conclusions about the advantage of
mixed-mode and single-mode designs.

To end, we also would like to point out one contradiction
of the paper. The target mean is estimated from the mixed-
mode sample by using back-door or front-door adjustment,
but these adjusting covariates are ignored for the estimation
of the mixed-mode design-specific mean and variance. If the
mixed-mode design-specific mean and variance were calcu-
lated conditional on the back- or front-door covariates, the
mixed-mode survey would, however, provide unbiased es-
timates and the MSE of the mixed-mode design would only
include variance. Nonetheless, such an analysis model would
strongly complicate the mixed-mode MSE decomposition.
For that reason, this exercise is omitted from the current pa-
per and left for a follow-up study.
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