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**Abstract**

Light verb constructions (e.g. *give a sigh, take a walk*) are a linguistic puzzle, as they consist of two predating elements in a monoclausal structure. In the theoretical literature, there has been much interest in the linguistic analysis of such constructions across a range of grammatical frameworks. One such proposal is event co-composition, where the argument structures of noun and light verb merge, resulting in a composite argument structure, which has been claimed to be the source of increased processing costs in English and German. In contrast to these languages, in Hindi a larger proportion of the predicates are light verb constructions. Hence, we may ask whether a Hindi speaker’s experience with light verb constructions allows them to go through the same co-composition operation faster than a speaker of English. Our results show that Hindi speakers are adept at the process of using light verb constructions to ‘verbalize’ predicates, more so than speakers of Germanic languages. We argue that these data provide evidence for a case of specific linguistic experiences shaping cognition, cost disappears with practice.

1 Introduction

One fact that all languages have famously in common is the ability to convey any category of meaning – things, ideas, events, or states. But what varies widely across the globe is how exactly each language packages meaning into a syntactic structure. In this paper, we explore how the prevalence of such a packaging strategy will lead to different observable behaviors in the speakers of a language.

Our main concern is a predicational strategy where a verb such as *do, make,* or *give* combines with an event noun, such as *a jump or a call* to form a phrasal structure with a single meaning (*jumping, calling*). Such constructions are widespread and can be found in languages as diverse as Hindi, Persian, and English. They belong to the class of complex verb constructions; in this paper, we focus particularly on light verb constructions (Jespersen 1965).

Light verb constructions open up an interesting perspective on how we conceive of the interaction between the usage patterns, grammatical allowances, and grammatical possibility spaces within a particular language on the one hand, and the fundamentals of the human mind on the other hand: While cognitive mechanisms, concepts in the mind, and expressive needs do not vary significantly across the world, each language has its own grammatical preferences, combinatoric possibilities, and frequency biases. For instance, say you want to ask your child to hug you. In English, the language wide preferred way to encode an action concept like ‘hug’ is via a simple verb (‘hug me’). However, you can also use a light verb construction (‘give me a hug’). Crucially, the language-wide preference for simple verbs and the frequency of specific constructions can be independent: While
overall, English has few complex predicates like ‘to give a hug’ (low language-wide systemic frequency), the ones that it has are highly frequent (high token frequency).

In other languages, the picture is different: In Hindi for instance, there is a language-wide preference to encode actions as complex verbs, thanks to a very productive light verb construction schema. In either language, comprehenders need to construct the path from a linguistic structure to an action concept, relying on the same mental architecture across languages.

Here, we ask whether language-wide preferences, not only token frequency, interact with this comprehension process: Light verb constructions have been analyzed as a general process of event co-composition, one example of constructions that compose predicative meaning from both an event noun as well as from a verb (Ahmed et al. 2012). Given that this predicational strategy is present across many languages and language families, but also given each language’s systemic preferences for one predicational strategy over the other, we can ask whether a speaker’s ample experience with light verb constructions allows her to go through the same cognitive event co-composition operation faster than a speaker of a language in which light verb constructions are less productive.\(^1\)

Psycholinguistic research on the processing of light verb constructions has found evidence for a cost of co-composition (Piñango et al. 2006, Wittenberg et al. 2014, Wittenberg and Piñango 2011). However, the languages studied in these experiments (English and German) use light verb constructions overall relatively infrequently. In contrast, this paper asks whether the process of event co-composition is observable in Hindi, a language that uses complex verbs for nearly a quarter of its predicates. That is, if we take the nature of the cognitive process of event composition as identical across languages (and speakers’ minds), we would still expect the overall frequency and productivity of co-composition in Hindi, and cognitive constraints, such as working memory (Norcliffe et al. 2015) to interact with grammatical processes.

Our paper is organized as follows: We begin with a theoretical description of the event composition process. We then examine evidence for this process in the form of existing psycholinguistic studies, before turning to a discussion of the light verb construction in Hindi. Following this, we describe four experiments that compare how light verb constructions and their non-light counterparts are processed, using two different experimental techniques. We conclude with a summary and discussion of the results.

1.1 A model of co-composition

Many theoretical studies across grammatical frameworks have proposed analyses of light verb constructions, because they are challenging for the interaction of semantic and syntactic information in language (Sag et al. 2002, Culicover and Jackendoff 2005, Wittenberg 2016). Specifically, in most of the literature, the theoretical questions are related to the formal representation of compositionality: If a light verb and a noun together form a predicate, then how does the syntactic and semantic representation of both these elements result in the particular syntactic and semantic properties of the light verb construction?

Usually, a verb (for instance, to describe) denotes the meaning of an event (in that case, someone uttering something) and, its object or objects (for instance, a dance) will fill in argument slots: describe a dance denotes a recount of a dance. In light verb constructions (for instance, do a dance), the verb (do) does not supply the event type – we know that we are talking about a dancing event because the predicative meaning is supplied by the syntactic object (a dance).

\(^1\) Note that this is neither a Whorfian question – there is no claim that there are language-specific influences on perception – nor is it a question about token frequency of a particular construction. Rather, we ask how language-wide structural preferences interact with cognitive processes.
One account that effectively handles this problem argues that the argument structures, demanded by the lexical semantics of both noun and light verb, overlap with each other, and a ‘shared’, or ‘composite’ argument structure, emerges in the monoclausal light verb construction (Mohanan 1997, Alsina et al. 1997, Ahmed et al. 2012, Durie 1988, Piñango et al. 2006). For instance, the Hindi Ex. (1) consists of the ditransitive verb give ‘de’ with three arguments, Raam, Mohan and kitaab ‘book’. In this case, three syntactic arguments, subject, indirect object and object, are mapped directly to the set of thematic roles for the verb, agent, recipient and theme (Figures (1a) and (1b)).

(1) raam=ne mohan=ko kitaab d-ii
   Ram.M.Sg=Erg Mohan.M.Sg=Dat book.F.Sg give-Perf.F.Sg
   ‘Ram gave Mohan a book’

(2) raam=ne us baat=par zor di-yaa
   Ram.M.Sg=Erg that topic=Loc pressure.M.Sg give-Perf.M.Sg
   ‘Ram put emphasis on that topic’

On the other hand, Ex. (2) has the light verb de, which takes two syntactic arguments: Ram and us baat (Figure (1c)). These emerge only after the two sets of thematic roles from the noun and light verb are combined. Both noun and light verb contribute towards the argument structure of the sentence. The light verb de licenses the nominal predicate argument zor and the agent Raam. The noun zor also licenses the agent Raam and the theme us baat par (see Figure (1d)).

In language comprehension, the agent argument Raam must be identified as common to both predicates zor and de. This is sometimes described as the argument identification step (Davison 2005). In Davison’s (2005) model, following argument identification, a semantic argument merger step will take place such that a composite, but monoclausal structure is formed. This interaction between the syntactic arguments on the surface and the two sets of semantic arguments is characteristic of light verb constructions, and it has been defined as event co-composition: a process
where “two semantically predicative elements jointly determine the structure of a single syntactic clause” (Mohanan 1997, p. 432).

Light verb constructions have additional properties that are crucial to the event co-composition process. Across languages, light verbs consist of a small class of high-frequency, general-purpose verbs that are form-identical with their non-light counterpart, e.g. *make, do, give, take* etc., a fact that has led Butt (2010) to consider the light verb as a unique category that shares a lexical entry with its non-light form. That means that at one point during comprehension, the listener or reader needs to interpret the light verb as light rather than non-light, in order for the the event composition process to succeed. For example, in (1), we have the verb *de ‘give’* in its non-light form, but in (2), it is part of a light verb construction.

An effect of this form-identity with full verbs is that when a comprehender resolves a verb as light, the predicating noun provides the eventive meaning, but the verb still supplies additional aspectual or agentive information about the event and its structure (Butt et al. 2008, Wittenberg et al. 2017). This also has implications for the structure and nature of the semantic arguments expressed in a light verb construction. For instance, while the non-light use of *give* (e.g. *give an orange to someone*) has three semantic roles (Source, Theme, and Goal), the light use (e.g. *give a kiss to someone*) has only two (Agent and Patient), with the predicating noun *kiss* fusing its agent role with *give*. These syntactic and semantic interactions with the predicating noun result in the structure of a complex predicate. In the next section, we review the results from the psycholinguistic literature that have shed light on how the process of light verb construction comprehension unfolds.

### 1.2 Measuring event co-composition

In light verb constructions, the challenge for comprehenders is to understand that the verb, usually the only projector of sentential argument roles, is sharing this power with the event nominal. This means that the event co-composition process lies at the interface between syntactic and lexicosemantic representation. During real-time interpretation of such constructions, how do comprehenders resolve the mismatch between the syntactic and semantic arguments in the clause?

The literature offers several psycholinguistic studies on light verb construction comprehension in English and German. These studies have focused on collecting behavioural and electrophysiological data at the point when the verb is read or heard (in Subject-Object-Verb or Object-Verb-Subject structures) or at the noun (in the case of Subject-Verb-Object structures), based on the theoretical prediction that the composite argument structure of noun and light verb must be ‘resolved’ after both verb and noun are processed, and the co-composition process would be observable as a behavioural or electro-physiological signal.

Briem et al. (2009) carried out three experiments to study how light verbs are processed in German. They contrasted light verbs like *geben* (“give”) with non-light verbs like *erwarten* (“expect”) either in contrast with a pseudo-word, by themselves, or within a sentential context. Briem et al. (2009)’s study used MEG in order to demonstrate that light verbs (e.g. *give*) when presented by themselves or in comparison with pseudo-words showed less cortical activity as compared to non-light verbs (e.g. *expect*). The authors interpreted this as a result of lexically underspecified features in the light verb. In the third experiment, when presented in a minimal sentential context using object verb-subject structure, a verb like *give* had to get resolved as either light or non-light depending upon the presence of the noun, e.g. *a kiss gives he vs. a book gives he*. Here, the pattern followed that of the previous two experiments; a non-light context *give a book* resulted in greater left-temporal activation as compared to light. Briem et al. (2009) interpreted these results as evidence for distinct brain processing areas for distinct categories of verbs. However, the authors did not measure activity after the verb, where subsequent behavioural studies have found differences between light and non-light conditions (for further discussion, see Wittenberg et al. 2014). We now turn to some of these experiments which report such later effects.
A handful of behavioural experiments have studied late reflections of computational costs associated with light verb construction processing, motivated by the mismatch between the syntactic argument structure and the semantic roles defined by the construction (see section 1.1). This mismatch was predicted to surface as computational cost after the construction has been comprehended.

Piñango et al. (2006) predicted to show a cost of processing light verb constructions at around 250-300ms after the offset of the construction. This prediction was based on studies that had shown that the (re-)assignment of semantic roles results in slower-developing effects that can be detected at a later point during sentence processing (Boland 1997, McElree and Griffith 1995). Based on this idea, Piñango et al. (2006) used an interference paradigm in the form of a cross-modal lexical decision task. Piñango et al. (2006) used three conditions for their study, where the light condition was contrasted with non-light condition, and a third condition (‘heavy’) containing the same noun, but paired with a non-light verb:

(light) Mr. Olsen gave an order last night to the produce guy.

(non-light) Mr. Olsen gave an orange last night to the produce guy.

(‘heavy’) Mr. Olsen typed an order last night for the produce guy.

Participants listened to sentences containing one of the three conditions as shown above. At a point after the object (order or orange) was heard, participants had to make a lexical decision on a letter string that flashed on the screen. The reaction time to make a decision was taken as a reflection of the demand placed on working memory by the construction that was just heard: Slower reaction times would reflect higher computational cost.

Piñango et al. (2006) also manipulated the timing of the probe placement: Either the probe was placed immediately at the offset of the object, or 300ms after. In the former case, the non-light condition was significantly slower, an effect that Piñango et al. (2006) attributed to the higher frequency of the light verb construction. However, when the probes were placed 300ms after the noun was heard, this effect was numerically reversed (albeit with no statistically significant difference), and the light condition elicited significantly slower reaction times than the heavy condition. Piñango et al. (2006) concluded that the computational costs of argument sharing become apparent when measured later, i.e after the construction is ‘disambiguated’ as light.

Wittenberg and Piñango (2011) replicated this study in German. Like Piñango et al. (2006), they also used three conditions (light, non-light, and heavy), but since German can be verb-final (e.g., a hug give), the probe was placed either immediately or 300ms after the verb (not noun) was heard. The interference immediately after the verb resulted in no significant differences between the conditions. But again, when the probe was placed 300ms after the verb, listening to light verb constructions while making a lexical decision resulted in significantly slower reaction times than listening to either non-light or heavy constructions. This pattern of results was interpreted by Wittenberg and Piñango (2011) as further support for the hypothesis that the event co-composition process can be measured as a late, more gradually developing effect, after the lexical composition process has taken place.

However, the cost of co-composition could not be replicated in a self-paced reading study in German using the same stimuli (Wittenberg 2013). In this self-paced reading experiment, people read light and non-light constructions at similar speed, with only semantically anomalous constructions being processed slower. We return to the results of this experiment later in the paper.

Yet another study (Wittenberg et al. 2014) used Event-Related Potentials to understand the processing of light verb constructions. This study had three conditions: light (give a kiss) and non-light (give a book), like the interference-based paradigms, and then an anomalous condition, consisting of a non-felicitous noun-verb pairing (*give a conversation). This was done mainly to
distinguish the processing of complex, but plausible, constructions from implausible ones. The authors found evidence for a late, widely distributed, but frontally focused negativity after the onset of the light verb, compared to the non-light counterpart, and the anomalous condition showed a larger positive effect associated with semantic anomalies. Wittenberg et al. (2014) interpreted their results as reflecting a working memory cost caused by the process of event co-composition, particularly the linking of the two syntactic argument structures that surface in a single monoclausal structure.

In sum, the results of these studies generally point towards two broad themes: first, that the cost of event co-composition can be measured after the verb and noun combination has been processed, using both a cross-modal task and electro-physiological methodologies, but that the effect could not be detected in self-paced reading. Second, this cost appears to be a late effect, developing several hundred milliseconds after the light verb construction has been licensed. Its signature is distinct from semantically implausible constructions, but consistent with the processing of other types of complex events. Taken together, three out of four studies provide evidence for the cost of event co-composition in English and German.

1.3 Light verb constructions in Hindi

Light verb constructions are found across South Asian languages, including Hindi (Masica 1993). Seiss (2009) identifies the following properties that distinguish them from other types of verbal multiwords. First, they are always form-identical with the main or ‘full’ verbs in the language. Second, they are restricted in their combinatorial possibilities with the predicating noun, that is, every light verb can only combine with a certain kind of noun; and finally, they contribute subtle semantic information in the form of telicity and agentivity, among others (Hook 1974). In describing these constructions, we need to acknowledge terminological differences: in the South Asian linguistics literature, light verbs are sometimes subsumed under the term ‘complex predicates’. While this term is arguably used more widely, we use the term light verb construction, because in Hindi ‘complex predicates’ may refer to noun and light verb combinations as well as verb and light verb, or even adjective and light verb combinations. Here, we use ‘light verb constructions’ to only refer to complex predicates consisting of a predicating noun and a light verb.

In a Hindi light verb construction, a verb combines with another pre-verbal noun, predicate, adjective, adverb, borrowed English verb, or noun (Ahmed et al. 2012). In this paper, we focus only on constructions with nouns, to keep comparability to previous studies. In the sentences below, the verb de ‘give’ is used as simple predicate in Ex. 3, but in Ex. (4), the verb de is light and combines with a predicating noun (both examples repeated from the previous section).

(3) raam=ne mohan=ko kitab d-ii
    Ram.M.Sg=Erg Mohan.M.Sg=Dat book.F.Sg give-Perf.F.Sg
    ‘Ram gave Mohan a book’

(4) raam=ne us baat=par zor di-yaa
    Ram.M.Sg=Erg that topic=loc pressure.M.Sg give-Perf.M.Sg
    ‘Ram put an emphasis on that topic’

In English, many light verb constructions have a denominal verb counterpart (e.g., take a walk can also be expressed by walk; (Tu and Roth 2011)). In Hindi as well, some light verbs (like khoj ‘search do’) will co-exist with their denominal verbs (khojnaa ‘to search’).

However, the distribution of Hindi light verb constructions differs from English and German because the vast majority of the light verb constructions in Hindi do not have a denominal verb
counterpart. While both light and denominal verbs co-exist in English, the formation of denominal verbs in Hindi has ceased to be freely productive (Davison 2005).

Butt (2010) notes that Hindi light verb constructions act as verbalizers in order to create new predicates and to incorporate borrowed items into the language (e.g. *email kar* ‘email do; email’). Light verb constructions are highly productive and are sometimes described as “a preferred way of augmenting the creative potential of the language” (Kachru 2006) [93]. This is reflected in corpora: If English has approximately 7000 simplex verbs, Hindi has only 700 (Vaidya et al. 2013).\(^2\)

### 1.4 Frequency and co-composition

In all of the experiments that were discussed in section 1.2, the cost of argument structure composition was interpreted as being due to the real-time processing of the light verb construction, because composite argument structures are built ‘on the fly’.

An alternative view to this would be that light verb constructions are stored (in the manner of non-compositional idioms) in the lexicon. In order retrieve the right syntax-to-semantics mapping, native speakers would merely detect the construction as light, and retrieve the stored argument structure associated with a given construction. If light verb constructions were stored and retrieved as non-compositional units like this, instead of assembled incrementally and compositionally, what one would predict for real-time processing is that the higher the frequency of a given construction, the faster the recognition; reaction times for light verbs should therefore be faster.

Crucially, in all of the experimental results reported in section 1.2, the token frequency of any given light verb construction was higher than its non-light counterpart. For example, *make, have,* or *give* are more likely to occur with a light noun (forming a light verb construction) than with a non-light noun in English or German. That is, the collocational frequencies of light verb constructions such as *give someone a hug* are higher than the collocational frequencies of non-light constructions such as *give someone a book*.

Based on collocational frequency alone, then, one should expect speakers of English and German to be able to process light verb constructions with more ease than their non-light counterparts. However, the results of the psycholinguistic studies do not concord with this prediction (Piñango et al. 2006, Wittenberg and Piñango 2011). In fact, what we see is the reverse: reaction times are slower despite higher frequency. This pattern of results was interpreted as the cost of co-composition overriding any advantages of collocational frequency, when measured in reaction times at the verb. These results demonstrate that at least in languages like English and German, where the language-wide productivity of light verb constructions is relatively low, the higher collocational frequency of an individual light verb construction does not facilitate processing.

At the same time, as mentioned above, there is a great deal of cross-linguistic variation in how frequently light verb constructions are used. Using a corpus of 50 Wikipedia articles, Vincze et al. (2011) estimated that in English, about 9.5% of the predicates are expressed by light verb constructions. In Hindi, the proportion of light verb constructions is about 37% of roughly 37,600 predicates in the Hindi Treebank (Vaidya et al. 2013). Hindi is not an exception when it comes to language-wide frequency of complex predicates: In a language like Persian for instance, only about 115 simple verbs are commonly used, whereas almost all the rest are light verb constructions (Sadeghi 1993). These numbers highlight the differences in systemic frequency of the light verb construction across languages, and with it, the grammatical productivity of expressing a predicate with a complex verb in a given language.

Thus, in a language like Hindi, where language-wide frequency of the light verb construction is higher than English, we could expect to find that processing light verb structures results in a pattern

\(^{2}\) Based on counts from English PropBank and Hindi PropBank, respectively.
similar to those found in English and German, i.e. the overall token and language-wide frequencies do not facilitate processing when measured at the verb. Alternatively, we may also find that since the overall systemic productivity of the light verb construction results in greater exposure to the type of composite argument structures associated with this construction, this sensitivity towards previously seen argument structures makes them easier to process (Mitchell et al. 1995). If this is the case, then we would expect that the systemic productivity of light verb constructions in Hindi facilitates processing. Previous exposure to light verb constructions could imply that such argument structures are stored, or that Hindi native speakers are much more efficient at the process of event co-composition itself.

Some cross-linguistic studies support this idea. Structural preferences in different languages will correspond to the frequency with which they appear in those languages. For instance, preferences in relative clause attachment to the head noun in ambiguous sentences seem to differ cross-linguistically. While French and Spanish prefer ‘higher’ attachment, i.e. to a noun higher in the structure, English and Italian pattern ‘lower’ (Cuetos et al. 1996). These preferences may be tied to the frequency with which these structures appear across languages (although see Grillo and Costa (2014)’s paper which suggests that other factors may also be involved).

1.5 Frequency and predictability

Token frequency of a particular light verb is context-independent. In comparison, a word or lexical item’s predictability depends upon its immediately preceding context, and the particular collocational frequency of a light verb and noun composition can play a role in facilitating its retrieval. Eye tracking studies have shown that the effects of frequency and predictability on reading are distinct and additive in nature (Kennedy et al. 2013). This implies that if a word is both low frequency and unpredictable, it will have greater cost than a word that is high frequency and predictable. There is evidence for the effect of both frequency and predictability on reading times, and Staub (2011) have also shown that these are distinct factors that do not necessarily interact with each other.

In the context of light verb constructions, it is close to impossible to control for the collocational frequency of a noun and light verb (it is almost always likely to be greater than the non-light). But we can control for the predictability of both light and non-light constructions, such that they are matched. This will help us tease apart the effect of familiarity or frequent exposure to event co-composition (as a result of language-wide frequency) vs. exposure to the individual noun-light verb combination in its token frequency. Crucially, if both light and non-light constructions are low in predictability, then any facilitation in processing can be attributed to systemic frequency, and not to the individual collocation.

1.6 Experimental Predictions

In the previous sections, we have elaborated on the theoretical motivation for event co-composition, the measurement of this phenomenon using behavioural and electrophysiological paradigms, and its relationship with frequency and predictability. With respect to the processing of Hindi light verb constructions, our experiments ask whether we can replicate the English and German data pattern in Hindi, a language that uses light verbs much more frequently as a predicational strategy than Germanic languages.

If comprehenders across the globe perform co-composition the same way, we should replicate the previous results, with light verb constructions taking longer to process than non-light constructions. However, if the systemic prevalence of light verb constructions in a language (and consequently a greater exposure to those constructions) influences the speed at which
comprehenders perform cognitive operations such as co-composition, then we would expect light verb constructions in Hindi to be processed faster or equally fast as non-light constructions.

In order to account for the predictability of individual lexical collocations, we control for the predictability of light verb constructions and their non-light counterparts. If light verb constructions are processed faster than non-light constructions under this manipulation, we can conclude that any difference found in previous studies is not due to individual items’ predictability, but to adeptness with complex verbs as a predicational strategy.

We test these predictions in four experiments, one of which is a self-paced reading study, and the remaining three use the cross-modal lexical decision task paradigm.

2 Experiments

In this section, we report four experiments on the comprehension of light verb constructions in Hindi, to understand whether the high frequency of complex predicates will lead to different processing patterns from English and German.

2.1 Experiment 1: Self-paced reading

Experiment 1 was designed to ask whether light verb constructions incur a processing cost, compared to their non-light counterparts, in a self-paced reading study. As Hindi is a verb-final language like German, the light verb will also appear at the end of the sentence. If we were to find results similar to those found in German, we would expect a difference in the processing of the light condition relative to the non-light condition in the verb region or right thereafter. In addition to both light and non-light conditions, we also include an anomalous control condition that combines a light verb with an incompatible noun (see Table 1), to distinguish effects that are due to semantic implausibility from those that could be a result of event co-composition. A similar control condition was used for German, both in a behavioural as well as in an ERP task (Wittenberg 2013, Wittenberg et al. 2014).

<table>
<thead>
<tr>
<th>Context phrase:</th>
<th>apne samay=ka prabandhan karna mushkil hai isiliye...</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light/Non-</td>
<td>adhyapak=ne viyarthi=ko calender/bhaashan/*silsilaa diyaa ...</td>
</tr>
<tr>
<td>Light/Anomalous</td>
<td>teacher=Erg student=Acc calend/speech/*happening give.perf.3.M.Sg</td>
</tr>
<tr>
<td>Continuation</td>
<td>aur kuch aasaan upaay bhi bataaye</td>
</tr>
</tbody>
</table>

*‘It is difficult to manage one’s time, therefore ...’*

*‘the teacher gave the student a calendar/speech/*happening ...’*

*‘.. and gave (him) some useful suggestions’*

**Table 1:** Example sentence showing all three conditions.

We predict that analogous to Wittenberg’s (2013) results, the anomalous condition will trigger longer reaction times compared to light or non-light constructions, because of the semantic incompatibility between noun and light verb in anomalous constructions. For light and non-light constructions, we predict that if the frequency of complex verbs as a predicational strategy influences speed of co-composition, then light verb constructions will be processed faster or equally
fast as non-light constructions at the verb and thereafter. But if comprehenders across languages perform co-composition similarly, we would expect longer reading times for light verb constructions, compared to non-light constructions.

2.1.1 Method

Participants read sentences in a masked word-by-word self-paced reading paradigm. We used Ibx Farm for presentation (Drummond 2007). Participants were recruited using Amazon Mechanical Turk. We included a participant screening task that included a series of 8 puzzle questions. Participants were asked to choose between two Hindi sentences, where one was grammatical and the other contained an agreement error. This ensured that the participants were able to make basic grammaticality distinctions in Hindi. This test was introduced before the self-paced reading items were shown as a way to prevent non-Hindi speaking Turkers from participating.

The experiment was preceded by four practice items, followed by 15 experimental items in a Latin square design. We also included 20 fillers, half of which were semantically anomalous. Each experimental and filler item was followed by a comprehension question about the sentence, with two choices (Y/N).

2.1.2 Materials

Fifteen experimental sentences were created for three conditions: light, non-light and anomalous, all using the verb de 'give', which can appear both in light and non-light contexts. Each sentence consisted of a short context phrase, followed by the main sentence ending with the verb diyaa and a continuation. Table 1 shows an example sentence across three conditions: light, non-light, and anomalous. All the stimuli sentences were minimal pairs with either a non-light, light, or anomalous noun. In the example shown in Table 1, these are calendar/speech/*happening respectively, where the noun *happening is semantically anomalous in combination with diyaa. A list of all experimental items used in this experiment is given in the appendix.

**Frequency Norming.** As mentioned in section 1.3, Hindi light verb constructions are highly productive. While it is impossible to control the productivity and frequency of a construction in a speaker's language system overall, we can control for individual frequency of a word. Thus, we matched the frequency of pre-verbal nouns across conditions.

To obtain frequency data, we used a corpus consisting of 17 million tokens from BBC Hindi (6.5 million) and the Hindi Wikipedia (10.5 million). This corpus was tokenized and tagged with parts of speech to calculate the frequencies of the nouns as well as the collocational frequencies of the noun and light verb (Reddy and Sharoff 2011). As expected, the collocational frequency of noun and verb was greater for light verb constructions (Mean: 13.62 pairs per million) than non-light constructions (Mean: 1.04 pairs per million); \(t=3.68, p=0.002\) in a two-sample t-test. As expected, anomalous constructions were significantly lower in frequency (Mean: 0.027 words per million) as compared to non-light (\(t=2.19, p=0.04\) in a two-sample t-test). Anomalous were also much lower compared to light verb constructions \((t=4.5, p < 0.0001\) in a two-sample t-test) (Although the number for anomalous should have been zero, two anomalous nouns pasand ‘like’ and ghoshanaa ‘declaration’ had counts of 8 and 4 respectively, perhaps due to tagging errors in the corpus. However, the anomalous pairs are indeed semantically anomalous).

We were able to control the frequency of the preverbal noun across all three conditions. On average, nouns in the light condition appeared 91.3 times per million, in the non-light condition 92.9 times per million, and in the anomalous condition also 92.9 times per million tokens. There were no
significant differences in noun frequency across light and non-light conditions using a two-sample t-test ($t$=-0.05, $p$=0.96) or anomalous and non-light conditions ($t$=-0.0004, $p$=1).

**Acceptability Norming.** We also conducted acceptability ratings across all three conditions with 16 native Hindi speakers, who were students of IIT Delhi (11 males, average age: 21.9). Participants were asked to rate sentences on a 7-point scale, ranging from 1-Unacceptable to 7-Acceptable. The average acceptability rating for the light sentences was similar to the non-light (6.22 light, SD=0.85; 5.64 non-light, SD=0.96), while the anomalous sentences had an average rating of 2.97 (SD=1.4). There was no significant difference between the acceptability ratings of light and non-light in a two-sample t-test ($t$= 1.74, $p$ = 0.09). There were significant differences in the ratings between non-light and anomalous in a two-sample t-test ($t$=6.06, $p$<0.001), which is to be expected.

**Cloze probabilities norming.** 44 Hindi native speakers, who were students of IIT Delhi (24 males, average age: 22.5), provided sentence continuations for the verb in all three conditions, such as in 8, which had a missing sentence-final verb. The participants were requested to complete the sentence in the most natural way possible.

(8) rohan=ki daadi=ne use promotion milne par badhaii ... 
   rohan=Gen grandma=Erg him promotion get.Inf on congratulations ...
   ‘On getting promoted Rohan’s grandmother (gave) him congratulations’

The verb in the light verb condition was predicted 76% of the time, significantly more often than the verb in the non-light (49.88%) and the anomalous conditions (0.2%) A two-sample t-test showed significant differences in the light and non-light cloze predictions ($t$=2.83, $p$ = 0.008). For the light and anomalous cloze predictions as well, a two-sample t-test showed significant differences $t$=6.68 and $p$<0.00001. Anomalous and non-light also showed a significant difference in a two-sample t-test $t$= 3.83, $p$<0.0001. Thus, the verb in the light condition was highly predictable, compared to the other two conditions. This is similar to data from German (Wittenberg et al. 2014).

**2.1.3 Participants**

154 participants completed the experiment on Amazon Mechanical Turk. We selected only those participants who scored above 75% in the Hindi agreement puzzle questions (they had to get at least 6 out of the 8 questions correct). These participants on average had a score of 88% on the comprehension questions. This resulted in a total of 101 participants with a mean age of 33.5 years (21 females).

**2.1.4 Results**

We fit a linear mixed model to log-transformed reaction times with condition as fixed effect; the conditions were treatment-coded with the reference level as non-light, and items and participants were random intercepts (including random slopes for items and participants resulted in non-convergence). The $t$-values from the linear mixed model were approximated to $p$-values. The `pnorm` function in R was used to compute the probability density of the region above the obtained $t$-values. Since this is a two-tailed test, the obtained probability value is then multiplied by 2 to give us the approximated $p$-values. Table 2 gives an overview of the significance pattern for the regions following the noun.
The three conditions did not differ significantly in the regions preceding the noun. At the noun itself, we did not find a difference in reading times between conditions (see Table 3). Reading times at the verb indicate that the verb in the anomalous condition was read significantly slower than the verb in the non-light condition ($t = 4.34$, $p < 0.0001$), but there was no significant difference at the verb between the light and the non-light conditions ($t = 0.45$, $p = 0.65$). The slowdown incurred by the anomalous condition also carried forward to the first postverbal region, where the difference between non-light and anomalous was still significant ($t = 2.72$, $p = 0.006$), but for the light vs. non-light conditions, there were no significant differences in reaction times after the verb was read. For $t$-values (and their approximated $p$-values) across all regions in the sentence, please refer to Table 4 in the Appendix. Table 5 in the Appendix also provides the mean reaction times (and SDs) across all regions in the sentence. Figure 2 shows the mean reaction times for the three conditions across all regions of interest in the sentence.

<table>
<thead>
<tr>
<th>Region</th>
<th>Noun</th>
<th>Verb</th>
<th>Post-verb-1</th>
<th>Post-verb-2</th>
<th>Sentence end</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light vs. Non-light</td>
<td>$t$-value</td>
<td>-0.76</td>
<td>0.45</td>
<td>-0.56</td>
<td>-0.92</td>
</tr>
<tr>
<td></td>
<td>$p$-value</td>
<td>0.44</td>
<td>0.65</td>
<td>0.57</td>
<td>0.35</td>
</tr>
<tr>
<td>Anomalous vs. Non-light</td>
<td>$t$-value</td>
<td>1.0</td>
<td>4.35*</td>
<td>2.73*</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>$p$-value</td>
<td>0.32</td>
<td>&lt;0.001*</td>
<td>&lt;0.01*</td>
<td>0.63</td>
</tr>
</tbody>
</table>

TABLE 2: T-values and p-values in the regions after the noun in Experiment 1. The critical region is at the verb. Significant effects in bold.

<table>
<thead>
<tr>
<th>Region</th>
<th>Noun</th>
<th>Verb</th>
<th>Post-verb-1</th>
<th>Post-verb-2</th>
<th>Sentence end</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light</td>
<td>753.38</td>
<td>724.82</td>
<td>591.28</td>
<td>580.27</td>
<td>593.32</td>
</tr>
<tr>
<td>Non-Light</td>
<td>709.97</td>
<td>676.71</td>
<td>566.36</td>
<td>573.79</td>
<td>569.59</td>
</tr>
<tr>
<td>Anomalous</td>
<td>783.61</td>
<td>813.32</td>
<td>637.5</td>
<td>587.79</td>
<td>584.82</td>
</tr>
</tbody>
</table>

TABLE 3: Reading times for comparison between the three conditions for the regions following the noun until sentence end, in milliseconds. The critical region is at the verb, where the difference in the anomalous and non-light condition is significant.

2.1.4 Discussion of Experiment 1

This study compared reading times between light verb constructions, non-light constructions, and anomalous constructions. We did not find any differences in reading times between the light and non-light conditions, although the anomalous condition was read significantly slower than the other two at the verb, and in the region immediately following the verb.

This work is directly comparable to Wittenberg (2013)’s German self-paced reading study, which also included our three conditions (light, non-light, and anomalous), and showed a similar pattern of results as Experiment 1: a slower read anomalous condition and no detectable difference in reading times between light and non-light constructions.
Experiment 1

**FIGURE 2:** Mean reaction times for anomalous, light and non-light conditions for nine regions of interest in the sentence. The error bars show standard error. The critical region was at the verb, where the anomalous condition is significantly different from the non-light condition. Light and non-light are not significantly different at any region in the sentence. The error bars represent standard error.

Thus, our Experiment 1 serves as a conceptual replication of the study in German. At the same time, as discussed in Wittenberg (2013) as well, self-paced reading paradigms may not be able to detect more elusive semantic effects. While this method has been shown to reliably detect semantically or syntactically implausible constructions (Mitchell 2004), it may be less effective at capturing the plausible but subtle event co-composition processes in light verb constructions.

In section 1.2, we had reviewed the processing of light verb constructions in English and German using interference tasks, specifically the cross-modal lexical decision task (Piñango et al. 2006, Wittenberg and Piñango 2011). Such a paradigm was used to detect the effects of processing costs by placing an additional demand on working memory (e.g. Piñango et al. 2006, Kamienkowski et al. 2011). In an interference paradigm, a deliberate interference with working memory following the verb may slow down the processing of structures which are in fact semantically plausible and grammatical but posit an increased demand on working memory due to resolving the mismatch in syntax and semantics, like light verb constructions. In the experiments that follow, we use the cross-modal lexical decision task to test our predictions. Using the cross-modal decision task, we can manipulate the temporal placement of the probe in order to capture these effects.

### 2.2 Experiment 2

In the previous experiment, we found no reliable differences between reading the light and non-light constructions using a self-paced reading study. In this set of experiments, we decided to investigate the same questions using a different paradigm, particularly to understand whether an enhanced demand on working memory at the verb would capture any fine-grained differences between the conditions.
Hence, this experiment was also designed to ask when differences in processing between light and non-light would be apparent. Just like previous German and English studies (Wittenberg and Piñango 2011, Piñango et al. 2006), we placed the probe immediately after the verb (in this experiment) and 300ms after the verb (in Experiment 3), and measured reaction times to the lexical decision.

2.2.1 Method

Both experiments use a cross-modal lexical decision task paradigm. Participants heard sentences in a light, non-light or anomalous condition. In Experiment 2, a string unrelated to the sentence was visually presented immediately after the verb was heard; in Experiment 3, the probe was placed 300ms after verb offset. Participants had to decide whether the string was a word or a non-word (lexical decision). The sentences were pseudo-randomized in a Latin square design, and the same probe word was used in all three conditions.

Each participant also heard 25 filler sentences and was asked 20 comprehension questions on both the filler and experimental items. Out of the 25 filler sentences, 15 were semantically anomalous. Thus, each participant heard a total of 40 sentences, of which half were semantically anomalous.

After each sentence, there was a pause of 1500ms and then the next sentence was heard. Each experiment was preceded by a trial session where participants were familiarized with the task. The cross-modal lexical decision task was coded using a browser-based presentation software, jsPsych, version 5.0.3 (de Leeuw 2015), with a custom plugin for the cross-modal lexical decision task paradigm.

2.2.2 Materials

The sentence materials for this experiment were identical to the ones created for Experiment 1. Experimental and filler sentences were recorded by a female native Hindi speaker in randomized order during a single setting. After every ten sentences, the recording was paused to ensure that the tempo and volume was not inconsistent. All the sentences were then checked by another Hindi native speaker to ensure that there was no variation in the volume and tempo for each item. For each sentence, the offset up to the verb for each item and condition was noted. The sentence length for each item prior to the verb did not vary significantly across conditions. The mean length (in ms) of the sentences prior to the critical region of the verb (i.e. sentence prefixes) were 6380 ms for the light condition, 6293 ms for the non-light condition and 6391 ms for the anomalous condition.

In order to investigate if the prefix (i.e., the region before the light verb) was significantly different across the 3 conditions, we fit a linear regression model with the conditions as the independent variable and the length of the prefix (in ms) as the dependent variable. Treatment contrast coding was used with the non-light condition acting as the reference level. The result showed no significant difference between the baseline condition and the other conditions (Light \( p=0.8, t=0.24 \); Anomalous \( p=0.3, t=0.7 \)).

Lexical Probes. For each experimental sentence, we created lexical probes that were semantically unrelated to the items. We recorded individual reaction times for the probe words in a separate lexical decision task. A total of 16 native speakers of Hindi (11 males, average age=22.31) participated and carried out a lexical decision task, where a string in the Hindi Devanagari script was flashed on the screen and participants had to decide whether it was a Hindi word or a non-Hindi word. A total of 102 words (48 words and 54 non-words) were presented to the speakers in a randomized order.
The probes were presented visually on a screen in Devanagari. Out of the 102 words we chose 15 words for the experimental sentences. In isolation, these words had a mean reaction time of 717.53 ms (SD= 33). A one-sample t-test showed that they did not differ significantly from each other (t=0, p=1). The same probe was used across all three conditions of a single item in the experiment. Each word was paired with one experimental item- the same across all conditions. As the items were presented in a Latin square, participants saw only one of the three conditions, and consequently each word probe was seen only once. We also chose 25 non-words that only appeared with the fillers. For non-words, the mean RT was 1020.87 ms (SD = 93).

2.2.3 Participants

83 native speakers of Hindi participated in Experiment 2, recruited through Amazon Mechanical Turk. 39 participants (mean age=30.5) were included as part of the analysis based on performance in comprehension questions (> 70%) and (> 60%) accuracy at the word-non-word task.

2.2.4 Results

We used a linear mixed effects model as before, using log reaction times with condition as fixed effect and item and subject as random intercepts. Light, Non-Light and Anomalous were treatment-coded with Non-Light as the reference level. Mean reaction times for the three conditions were 1,172 ms for the anomalous, 1,190.8 ms for the light, and 1,271 ms for the non-light condition as shown in Figure 3a. In line with results from English and German, there were no significant differences between light and non-light (t =−1.53, p =0.19) or non-light and anomalous (t =−1.53, p =0.21).
2.3 Experiment 3

This experiment used the identical paradigm as Experiment 2, i.e., the cross modal lexical decision task, and the same set of materials as before. The only difference was that the lexical probe was shown 300 ms after the verb was heard (in contrast to Experiment 2, where it was shown immediately after the verb).

2.3.1 Participants

60 Hindi native speakers (36 male, average age=20.77), who were students at IIT Delhi, participated in the experiment. Out of these, four participants were excluded due to less than 70% accuracy on the word-non-word identification task, and two due to poor performance on comprehension questions. We were left with a total of 54 Hindi speakers.
2.3.2 Results

The mean reaction times for all three conditions are shown in Figure 3b (anomalous: 1,194.3 ms, light: 1,177.8 ms, and non-light: 1,162.7 ms). Again, light, non-light, and anomalous were treatment coded with non-light as the reference level in the analysis. The linear mixed model showed that there was no significant differences between the light and non-light condition ($t = 0.28$, $p = 0.77$), and also no difference between non-light and anomalous conditions ($t =0.47$, $p=0.63$).

2.4 Discussion of Experiments 2 and 3

Experiments 2 and 3 showed that when reaction times to a word probe were measured either immediately after the verb (Experiment 2), or 300ms after the verb (Experiment 3), there was no difference in reaction times to probes between the light and non-light conditions.

This lack of difference in reaction time between the light and the non-light condition fits with the experimental results of the self-paced reading study (Experiment 1), where there was no evidence for a difference in processing cost as measured by reading times between those two conditions. However, the lack of difference in reaction times to light versus non-light constructions differs from previous results using the same paradigm in English and German, where differences were found reliably with late probe placement (Piñango et al. 2006, Wittenberg and Piñango 2011), and is a useful point of cross-linguistic comparison.

Unlike in the self-paced reading task, the anomalous condition did not result in slower reaction times in either of the probe placements, although the set of items used across all three experiments was the same. The fact that the lexical decision task is not sensitive to the anomalous condition at odds with the results of Experiment 1. We have little doubt in the adequateness of our sentences, because Experiment 1 showed that the anomalous condition caused the expected slowdown. Instead, the lack of effect for anomalous sentences may be explained with reference to Wittenberg et al. (2014), which found a ‘semantic P600’ in response to anomalous constructions – a neural signature that has been described as reflecting a violation of overall propositional coherence, triggered by impossible, unparsable combinations (see (Kuperberg 2013, Kuperberg et al. 2020) for reviews).

We would not expect such constructions that render event composition impossible to interfere with working memory later on; thus, a lack of slowdown in our working memory interference task is not completely surprising. We suggest studying this in the future.

Based on results from English and German, we trust the cross-modal decision task paradigm itself, and its sensitivity to semantically plausible but complex constructions. With this premise, the cross-linguistic differences between the light and non-light condition provide an important point of comparison for the construction in these languages (see section 3 for more discussion on this point), and we argue that taken together, the results of these three experiments imply that in Hindi, the event composition process does not result in a slowdown in reaction times at the light verb, unlike (Piñango et al. 2006, Wittenberg and Piñango 2011). This suggests that the event composition process does not seem to incur a cost for Hindi native speakers like it does for their German or English counterparts.

We also note that light verb constructions have a greater collocational frequency and greater predictability as compared to their non-light counterparts (see section 2.1.2). But we cannot be sure whether it was language-wide preference that facilitated processing, or whether the greater predictability of the individual light verb construction was more helpful, compared to previous work on German and English. In other words, it is possible that there may be context-dependent predictability effects which are reducing the computational cost of processing light verbs.

In Experiment 4 that follows, we control for the predictability of the light verb construction in order to tease apart both these frequency effects. We match the predictability between light and non-light constructions, operationalized through cloze probability. If we were to control the predictability
of both light and non-light conditions, rather than keep them varied, we may be able to show more clearly the effects of event composition when measured at the verb. To avoid a floor effect in reaction times, we matched both conditions to be equally low in predictability.

2.5 Experiment 4
The aim of this experiment was to control both light and non-light conditions for token-based predictability, using the same paradigm as in Experiments 2 and 3, i.e. the cross-modal lexical decision task. Here, we can tease apart two factors that could have contributed to the null effects between light and non-light constructions in Experiments 1-3.

First, these results could have been due to Hindi native speakers’ experience with the language-wide systemic frequency of the light verb construction in Hindi as a means to express predicates. If this is the case, we should find faster reaction times to light verbs when they are matched in cloze predictability: Hindi native speakers should be less surprised to hear a light verb construction than a non-light construction. However, if experience with the individual construction was driving reaction times, then we should find slower reaction times in the light condition, compared to non-light conditions, when cloze probabilities are matched. In this experiment, the anomalous sentences as control condition were omitted, focusing only on the comparison between the light and non-light constructions.

2.5.1 Method
This experiment also used a cross-modal lexical decision task paradigm. Participants heard sentences in either the light or non-light condition. A lexical probe was presented 300ms after the verb offset and participants had to decide whether the string was a word or a non-word. The sentences were randomized in a Latin square design and the same probe word was used in both conditions. Each participant also heard 15 (grammatical) filler sentences. The participants were asked 10 comprehension questions. Each participant heard a total of 30 sentences, half of which were experimental and half of which were fillers. In a manner similar to Experiment 2 and 3, there was a trial session that familiarized participants with the task. The presentation software used was also the same as Experiment 2 and 4 (jsPsych, version 5.0.3 (de Leeuw 2015)).

2.5.2 Materials
40 items were constructed, in the format described in Table 1, with a context sentence, a sentence containing either the light or non-light verb and a continuation. All items included the same light verb (de ‘give’), as in Experiments 1-3.

A sentence completion task was used to calculate the cloze probabilities of the items. 16 native Hindi speakers (Mean age 33.06, female=12) were shown an incomplete sentence leading up to the light verb and were asked to complete it as naturally as possible. The items were presented using Ibex Farm (Drummond 2007). The responses were coded with respect to how often the light verb (de ‘give’) was predicted. Those items that were at chance (i.e. with a cloze probability of 50-60%) were not considered. 10 such items were removed. From the remaining 30 items, a subset of 15 low-cloze items were chosen. In the low-cloze group, both light and non-light conditions were almost equally predictable (light: 45% and non-light: 42%) with no significant difference between the two in a two-sample t-test ($t=0.42, p=0.67$). The remaining items were discarded.

The experimental items were recorded by a female native Hindi speaker in randomized order during a single setting. After every ten sentences, the recording was paused to ensure that the tempo and volume remained consistent. All sentences were then checked by another Hindi native speaker to ensure that there was no variation in the volume and tempo for each item. For each sentence, the
offset up to the verb for each item and condition was noted. The sentence length for each item prior to the verb did not vary significantly across conditions (mean sentence length for light prior to the verb was 13333.33 ms and mean sentence length for non-light was 13226.27 ms. In order to investigate if the prefix (i.e., the region before the verb) was significantly different in the two conditions, we fit a linear regression model with the conditions as the independent variable and the length of the prefix (in ms) as the dependent variable. Treatment contrast coding was used with the non-light condition acting as the reference level. The result showed no significant difference between the baseline condition and the light condition $p=0.89; t=0.14$.

2.5.3 Norming of sentences

The pre-verbal nouns in the light and non-light conditions were matched for frequency using a large corpus of 60 million tokens (Kilgarriff et al. 2010). The corpus was tokenized and tagged with parts of speech to calculate the noun frequencies and the collocational frequencies of noun and light verb.

The pre-verbal nouns were matched for frequency in the light and non-light conditions, with nouns in the light condition appearing 55.33 times per million and nouns in non-light appearing 58.88 times per million. A two-sample t-test showed no significant difference between the two conditions ($t=-0.18, p=0.8$).

As seen in Experiment 1, the mean collocational frequency of the predicating noun and light verb was greater than the non-predicating noun and verb, which is to be expected (Mean light: 16.83 per million words, Mean non-light: 2.09 per million words). Despite the higher collocational frequency of the light condition, note that light and non-light collocation were not significantly different in terms of predictability (see Section 2.5.2).

2.5.4 Lexical Probes

The lexical probes used in this task were identical to those used in Experiments 2 and 3. A list of all probes and items can be found in the Appendix.

2.5.5 Participants

120 native Hindi speakers (Mean age 31 years) participated in the experiment on Amazon Mechanical Turk, out of which 59 remained after filtering based on performance on comprehension questions (more than 70 % correct) and accuracy in the lexical decision task performance (more than 70 % correct).

2.5.6 Results

Reaction times to probes in the light condition were on average 63 ms faster than probes in the non-light condition (Mean light= 1265 ms, Mean non-light=1328 ms). This pattern is shown in Figure 4. As in the previous studies, we fit a linear mixed model predicting log reaction times from construction (light vs. non-light) as fixed effect, and item and subject as random intercepts. This model showed that the difference between reaction times to probes presented while hearing the light vs. non-light construction were significant ($t=-2.12, p=0.01$).
2.5.7 Discussion of Experiment 4

The results of Experiment 4 show that when the predictability of light and non-light construction is equally low, listening to light verb constructions incurred significantly faster reaction times while making a lexical decision to unrelated probes than listening to non-light constructions. This effect should not be due to predictability or frequency of the individual constructions. The matched cloze probability ensured that the number of possible verbs that could appear after the noun was roughly the same for both conditions. Similarly, the nouns in both conditions were matched for frequency. After controlling for these factors (particularly, cloze for this experiment), we had predicted that the effect of the co-composition process would show up in the form of longer reaction times in the light condition, while the results show the opposite pattern.

![Figure 4: Mean reaction times for Experiment 4 (cross-modal lexical decision task with matched cloze probabilities).](image)

We can interpret the results in two ways: First, the collocational frequency of the predicating noun and the light verb together resulted in faster reaction times at the verb, superseding any predictability effects for the individual constructions. Another way to interpret these results is the
language-wide productivity of the construction in Hindi: Hindi native speakers develop a greater efficiency in co-composition, where the light verb construction is being composed faster due to greater practice with this predicational strategy in the language overall.

3 General Discussion

This paper explored how the systemic, language-wide frequency of a predicational strategy affects cognitive processing, using light verb constructions in Hindi as a test case. Experiment 1 used a self-paced reading paradigm, and while people slowed down reading anomalous constructions, there was no difference in reading speed between light and non-light constructions. Experiments 2 and 3 used a cross-modal lexical decision paradigm, which has been shown to be more sensitive to semantic composition processes. However, regardless of the timing of the lexical decision task, we failed to detect any difference in reaction times to probes presented while people listened to light vs non-light constructions. Experiment 4 used the same cross-modal task, where light and non-light constructions were controlled for predictability. Crucially, in this final study, light verb constructions led to faster reaction times than non-light constructions. Most of these data stand in contrast to German and English data, where longer reaction times and higher processing costs were found for light verb constructions (Piñango et al. 2006, Wittenberg and Piñango 2011, Wittenberg et al. 2014, but see Wittenberg, 2013).

These results show that for speakers of Hindi, where the language-wide systemic frequency of light verb constructions is greater than in English or German, the event co-composition process does not incur a measurable computational cost when measured at the verb, or in the region immediately following the verb. We interpret these findings to imply that the process of event co-composition is facilitated by a greater exposure to the composite argument structure of light verb constructions in the language.

Thus, we interpret these datasets as evidence for language-specific effects of the systematic prevalence of a predicational strategy on cognitive processing. In Hindi, a greater proportion of predicates are expressed using complex verb phrases; light verb constructions make up more than a quarter of predicates, more than double that of English or German. Thus, Hindi native speakers have significantly more experience in processing these constructions, and this practice effect overrides any cost of co-composition.

Crucially, this interpretation hinges on two assumptions: The first of these assumptions is that the English and German data are reliable. While we have not attempted a replication of those data, we hope to do so in future work, once in-person data collection is possible again. This plan is not rooted in mistrust, but scientific prudence: In the ten years that have gone by since these data were collected, statistical methods and conventions on sample size, for instance, have changed, and so may have usage patterns, with some constructions being now perhaps more or less frequent than they used to be.

Related to this point is a valid discussion on the reliability of the relatively rarely used interference paradigm, the parametrization of probe timings, and their explanatory power (see Wittenberg, 2013, for discussion). This evaluation of the paradigm is beyond the current discussion, but converging evidence from both dual tasks and Event-Related Potentials alleviates this concern (Piñango et al. 2006, Wittenberg et al. 2014, Wittenberg and Piñango 2011).

Importantly, the present results are decidedly not in line with earlier data, which brings us to the second assumption our interpretation hinges on: Namely, that in light verb construction, cocomposition is indeed the explanandum. However, within the co-composition assumption, several variations on the theme are conceivable, and there are also there are several broader theoretical alternatives to consider. We discuss these in turn.
3.1 Early vs. late co-composition

The model of event co-composition that has been discussed in this paper assumes that the eventive meaning of the noun is incomplete until the integration of the light verb. This means that co-composition is not complete until after the processing of the light verb. We can refer to this as ‘late’ co-composition. Another possibility is a noun-driven composition account, which would predict that the process will be initiated before the verb is comprehended.

This alternative model of event composition has the noun as the sole predicator in the light verb construction (Grimshaw and Mester 1988, Kearns 1988). According to such an account, the noun is the primary predicator, while the light verb is merely a theta-marker, supplying an agent role to the subject of the clause (e.g. Mohan in Figure 1).

From a processing point of view, this set of accounts would predict that the co-composition process will take place early, i.e. at the noun itself, rather than after the verb is encountered. Although the noun is not usually a predicating element, in the context of the light verb construction, its eventive meaning is strongly predictive of the entire predicate. We note that this account does not rule out co-composition as a phenomenon. Rather it implies that during the real-time processing of light verb constructions the noun is so strongly predictive of the light verb that there is a negligible cost when reaction times are measured at the verb.

Both models predict a process of co-composition, but in processing terms, the noun-driven composition account would predict the process to be initiated earlier than the event co-composition account, and the quality of co-composition would differ. The faster reaction times at the verb in Experiment 4 could indicate that event composition has already taken place at the noun. On the other hand, if the noun was the only predicating element, then we should have observed faster reaction times when cloze probabilities for the light condition were higher (as in Experiment 1-3). Hence our experiments do not strongly support either the late or early account and could be compatible with both. We hope to address the time-course of co-composition in future studies.

3.2 Alternatives to event co-composition

In this paper, we have adopted event co-composition as the model to explain the process of light verb construction interpretation, but there may be alternate mechanisms contributing to the data. In this section we review some of these explanations.

Aspectual implicatures. Wittenberg and Levy (2017) have shown that the conceptualization of event duration differs between a simple transitive verb (A kissed B) and a light verb construction (A gave B a kiss). In English, a computational cost for processing light verb constructions may be attributed to incorporating these aspectual implicatures such as telicity or volitionality during the co-composition process. In Hindi, one possibility is that these aspectual implicatures are missing in light verb constructions, which could result in a reduced computational cost when measured at the verb.

One reason for this would be the absence of denominal and light verb alternations in Hindi. Only a small group of nouns in Hindi have both denominal and light verb forms, whereas in English both forms will co-exist in the language (i.e., a kiss vs. to kiss). In Hindi, the light verb construction is often the only way to express a certain meaning; no simplex verb alternative exists. Hindi native speakers must be adept at the process of using the construction to ‘verbalize’ new predicates into the language. Consequently, the verb in Hindi provides much less semantic content to the light verb construction as compared to German and English.

We do not have psycholinguistic evidence for the availability of aspectual implicatures in Hindi light verb constructions, but we do know, from Hindi corpus studies, that predicing nouns in light verb constructions tend to form semantically coherent groups (Sulger and Vaidya 2014). For
instance, it is possible to form a light verb construction as *give a sigh/grunt/cry* but not *take a sigh/grunt/cry*. A predicating noun, such as sound emission nouns, will combine with only certain types of verbs, and not others. This suggests that there may be lexical semantic properties of the light verb that control combinatorial possibilities. If light verbs in Hindi were simply verbalizers, such restrictions should not exist—indeed they would be compatible with any noun. We note that this is still indirect evidence, and more studies need to examine the availability of these implicatures.

**Collocational frequencies.** It would also be possible to interpret our results as the effects of frequency and productivity alone, rather than increased practice with the co-composition process. This would amount to treating light verb constructions as any other type of multiword expression with high collocational strength, like verbal idioms or compounds, where prediction is faster due to storage as a whole construction (also see discussion in Wittenberg 2016). However, this is not supported by the results of the low cloze experiment (Experiment 4) - there is potentially more than one light verb that can appear after the noun, and yet, reaction times are faster. Additionally, on the basis of collocational strength alone, we should have also found faster reaction times in Experiment 1, which we do not. This leaves us to conclude that the process of co-composition does not appear as a processing cost as it does for English or German. Rather, this cost disappears due to language specific differences in Hindi.

**Alternative syntactic and semantic configurations.** As discussed above, the composite argument structure of noun and light verb is distinct from that of other verbal predicates, in Hindi and other languages. Unlike canonical one-to-one mapping between syntactic and semantic argument structure, the light verb construction needs to combine thematic roles originating from both noun and light verb. It is possible, however, that this composite argument structure is an erroneous assumption (see for discussion e.g. He and Wittenberg 2020, Wittenberg 2016); rather, light verb constructions may simply have a number of semantic roles that correspond to its syntactic arguments, where the predicating noun fills a ‘metaphorical’ thematic role slot. Alternatively, the predicating noun need not fill a semantic role slot at all—it simply forms a single predicate together with the light verb, and the structure has two semantic roles corresponding with two syntactic arguments. In both these scenarios, there would be no reason to believe that a composite argument structure is derived as in Figure 1, and therefore we find no computational cost associated with processing the light verb construction.

However, there is experimental evidence for co-composition in light verb constructions (again, on English). In Wittenberg and Snedeker (2014), participants were trained to categorize pictures of events according to number of thematic roles, for instance, sleeping children into a one-role category; monkeys eating bananas would be a two-role event; and a child giving an apple to a teaching would be a three-role event. In the test phase, participants also had to sort sentences containing light verb constructions containing the verb give (e.g., *give a kiss/kick/hug*...), base verbs (e.g., *kiss/kick/hug*...), or non-light constructions (e.g., *give a flower/plate/ticket*...). The predictions were that if the thematic argument structure of light verb constructions is constructed following surface syntactic arguments, participants will categorize light verb constructions as three-role events. If they are understood as stored constructions to describe the same as base verbs, then they would be categorized as two-role events. Results showed that sentences with light verb constructions fell between the two categories—they were categorized differently from two-role events and differently from three-role events, suggesting that light verb constructions may be associated with two types of argument structure simultaneously.

In a followup to this study, Wittenberg et al. (2017) conducted an eye-tracking experiment. Here, participants *implicitly* learned to classify two- and three-role sentences, without being instructed about their valency properties. Participants were able to do this successfully for non-light and base
verb sentences, but when light verb constructions were encountered, they again displayed an intermediate pattern, again between the two and three-role alternatives, indicating that native speakers need to resolve two sets of thematic roles coming from the noun and light verb respectively.

None of these studies alone can answer the question of how light verb constructions are learned, stored, comprehended, and produced. However, all of them together indicate that at least in English and German, light verb constructions behave differently from canonical constructions on several different levels; and the evidence suggests that the assembly of the argument structure plays a crucial role.

3.3 Pairwise comparisons.

Experiments 2 and 3 in our study yielded no differences between the light and non-light condition. We expected to find no differences in Experiment 2 (based on the English and German results), but we found a null effect in Experiment 3 as well. In order to explain it, we examined the experiment design for the previous experiments on light verb constructions.

Interestingly, the cross-modal lexical decision task for English did not find differences between light and non-light when measured 300ms after the verb (Piñango et al. 2006). Rather, they found a pairwise difference between the light and heavy condition, i.e. between Mr. Olson gave an order last night to the produce guy (light) and Mr. Olson typed an order last night for the produce guy (heavy). There was no difference between the light and non-light condition at 300ms after the verb. For German, on the other hand, the light condition did result in slower reaction times than both heavy (same noun) and non-light constructions 300ms after the verb.

This seems to suggest that there could be other types of pairwise comparisons that are possible, particularly grammatically plausible ones (such as the heavy condition) rather than the semantically implausible anomalous condition used in our experiments for Hindi. Perhaps future work can examine such comparisons in more detail.

4 Conclusion

We presented four studies on comprehending Hindi light verb constructions, compared to their non-light counterparts, and anomalous sentences. In summary, there appear to be considerable differences in the speed of co-composition carried out by Hindi speakers as compared to their English and German counterparts. Our results imply that Hindi native speakers are adept at the process of understanding light verb constructions as ‘verbalizing’ predicates, much more so than speakers of Germanic languages. One potential explanation of these data is that the process of argument sharing is not universal but limited to Germanic languages. However, the gist of the theoretical proposal seems to hold across languages and was originally developed for languages like Hindi and Urdu (Butt 2010). Thus, we argue that these data provide evidence for a case of specific linguistic experiences shaping cognition: cost disappears with practice.
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## Appendix

<table>
<thead>
<tr>
<th>Region</th>
<th>Context</th>
<th>Subject</th>
<th>Object</th>
<th>Nominal modifier</th>
<th>Noun</th>
<th>Verb</th>
<th>Post-verb-1</th>
<th>Post-verb-2</th>
<th>Sent end</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light vs. Non-light</td>
<td>t-value</td>
<td>-0.10</td>
<td>-1.43</td>
<td>0.65</td>
<td>-0.76</td>
<td>0.45</td>
<td>-0.56</td>
<td>-0.92</td>
<td>-0.14</td>
</tr>
<tr>
<td></td>
<td>p-value</td>
<td>0.91</td>
<td>0.15</td>
<td>0.51</td>
<td>0.44</td>
<td>0.65</td>
<td>0.57</td>
<td>0.35</td>
<td>0.89</td>
</tr>
</tbody>
</table>

| Anomalous vs. Non-light | t-value | -1.28 | -1.24 | 0.32 | 0.74 | 1.0 | 4.35 | 2.73 | 0.48 | 0.75 |
|                         | p-value | 0.19  | 0.21  | 0.74 | 0.45 | 0.32 | 0.00001* | 0.006 | 0.63 | 0.45 |

### TABLE 4: Region-wise results for the entire sentence showing t-values (top row) and p-values (bottom row) in Experiment 1. The critical region is at the verb.

<table>
<thead>
<tr>
<th>Region</th>
<th>Context</th>
<th>Subject</th>
<th>Object</th>
<th>Nominal modifier</th>
<th>Noun</th>
<th>Verb</th>
<th>Post-verb-1</th>
<th>Post-verb-2</th>
<th>Sent end</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light</td>
<td>Mean RT</td>
<td>714.12</td>
<td>837.92</td>
<td>752.61</td>
<td>641.66</td>
<td>753.38</td>
<td>724.82</td>
<td>591.28</td>
<td>580.27</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>904.04</td>
<td>874.07</td>
<td>539.24</td>
<td>574.82</td>
<td>802.61</td>
<td>842.96</td>
<td>509.89</td>
<td>360.2</td>
</tr>
<tr>
<td>Non-Light</td>
<td>Mean RT</td>
<td>706.26</td>
<td>838.85</td>
<td>801.85</td>
<td>607.39</td>
<td>709.97</td>
<td>676.71</td>
<td>566.36</td>
<td>573.79</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>1820.22</td>
<td>945.37</td>
<td>767.12</td>
<td>500.8</td>
<td>480.26</td>
<td>577.13</td>
<td>406.14</td>
<td>344.25</td>
</tr>
<tr>
<td>Anomalous</td>
<td>Mean RT</td>
<td>745.14</td>
<td>785.58</td>
<td>790.86</td>
<td>616.92</td>
<td>783.61</td>
<td>813.32</td>
<td>637.5</td>
<td>587.79</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>2047.39</td>
<td>678.09</td>
<td>767.12</td>
<td>562.57</td>
<td>677.58</td>
<td>784.26</td>
<td>533.13</td>
<td>325.04</td>
</tr>
</tbody>
</table>

### TABLE 5: Region-wise Mean Reaction times and standard deviations for each condition in Experiment 1. The critical region is at the verb.
1. Items in Experiment 1, 2 and 3

1.1. A person of care is a manager. In this way, the doctor gave the student a speech/calendar/*happening and mentioned a few tips. PROBE: cow; cow

1.2. A person must be a precaution. In the town, the doctor knew the British ambassador of India/pakistan/*appearance gave a lecture in front of the place. While accepting his mistake, the officer in London gave the British ambassador his resignation/passport/*regret but he was still upset. PROBE: chand; moon

1.3. The name of a bird is a pedestrian. There are many birds in the airport. After the conference, Professor Basu gave his students a promise/map/*freedom and recounted a few anecdotes. PROBE: thief; thief

1.4. A tasty of the day was not an object of the table. In the restaurant, Isha/priyanka/*attachment gave a speech and we all sat beside her. PROBE: snake; snake

1.5. A name in English is a single-toothed. In the Mumbai studio, the famous singer Radheshyam gave Jay a chance/album/*offense and Jay was very happy. PROBE: dust; dust

1.6. A film in English is a single-toothed. In this film, God gave an audience/newsletter/*weather to Kareena in her dream, but in waking up she could not understand the dream. PROBE: web; web

1.7. A name in the newspaper was not a pedestrian. They gave the information to the newspaper. Today after getting an order from his superiors, the senior engineer gave his department an order/design/*publication and made arrangements for a press conference. PROBE: tobacco; tobacco

1.8. A name in the newspaper was not a pedestrian. After the virus began to spread, this organization gave the poor people information/space/*announcement outside the hospital and they were very relieved. PROBE: tandoor; tandoor

1.9. A name in the newspaper was not a pedestrian. After he got his promotion, grandma gave Rohan compliments/motorcycle/*ticking and threw a party for the whole building. PROBE: chair; chair

1.10. A name in the newspaper was not a pedestrian. Today the newspapers reported that the revolutionary group gave an answer/weapon/*behaviour to the people and then they went back into the jungle. PROBE: sand; sand

1.11. A name in the newspaper was not a pedestrian. At a particular time, the reporter gave a signal/letter/*argument to his aide standing outside and then began to explain something to him: PROBE: shoe; shoe

1.12. A name in the newspaper was not a pedestrian. In order to train for cricket, Babuji gave Rohan encouragement/jar/*praise and promised to come see him play next month. PROBE: lotus; lotus

1.13. A name in the newspaper was not a pedestrian. In today’s event, the prime minister gave the new officer a(n) example/division/*effort of the agriculture ministry as this area is important to him. PROBE: clothes; clothes

1.14. A name in the newspaper was not a pedestrian. In the small temple in the village, the priest gave Abhay offerings/offerings/*assessment because Abhay was worried about his exams. PROBE: street; street

1.15. A name in the newspaper was not a pedestrian. In that district, the folk artists have given this campaign their support/music/*connection and the campaign has intensified in the last two months. PROBE: dal; lentil
2 Items in Experiment 4

1. Coaching classes charge a lot of money, but one advantage of these classes is that they give a hint/test about the exam questions for this year and this results in better preparation. PROBE: coaching, moon.

2. Suman's family wanted a boy at any cost and after her delivery the hospital workers courageously gave Suman protection/a girl and made sure nobody found out. PROBE: protection, snake.

3. Suman's family wanted a boy at any cost and after her delivery the hospital workers courageously gave Suman protection/a girl and made sure nobody found out. PROBE: protection, snake.

4. In the twenty-first century, keeping India's achievements in mind, the U.N. should give Indians a new status/dream, which we are only now beginning to realize. PROBE: dust.

5. Despite the sorry state of historical research in India over the last few years, the Indian government's new scheme of monetary rewards gave historians recognition/inducement, which was quite unexpected. PROBE: tobacco.

6. Near the city of Dehradun in Uttarakhand in Woodland school, Soni's teacher gave his parents some trouble/fees and made them stay for a couple more days there. PROBE: trouble/fees.

7. The people in this area wrote an article in
the papers about trees getting cut in the park and they gave the authorities a bother/deadline about the illegal nature of this work. PROBE: ज्योति; chair

8. पौराणिक के दिन शहर में टूटा दारिया हुआ, और देवी से आने वाले छात्रों के लिए कॉलेज ने विधेयक रियायत देख, उनको रहता/कक्षा दी जिससे ते पौराणिक पूरी कर गये. On the day of exams, it rained heavily in the city and for the students who arrived late, the college made arrangements and gave them assistance/(a) classroom where they could complete their exams. PROBE: गांव; cow.

9. मेडिकल शोधकर्ताओं ने अपने शोध के आधार पर एक बृहस्पति गंभीर बीमारी के खिलाफ लड़ने के लिए एक नया सुधार/विविध दिया है जिससे मरीजों को बढ़ता फायदा हो सकता है. The discoveries made in medical science have given those suffering from serious diseases like AIDS a new possibility/weapon which will surely benefit them a great deal. PROBE: रेख; sand.

10. उस क्षेत्र के सभी मिले में धुंध-फसाद के कारण लोग अपनी खेती बाधी छोड़कर भाग गए. लेकिन सरकार ने उन लोगों को न कोई सुरूश/भूमि दी न उन्हें मुआवजा मिला. In all the districts in this area people have left their homes and fields due to the riots but the government has neither given any protection/land to these people nor have they received any other compensation. PROBE: कमर; lotus.

11. मनु चाचा को स्कूल में पड़ा बादशाह था, फिर भी उन्होंने नया व्यवसाय शुरू करने के लिए ज्योतिष चाचा को अपनी सहमति/कुंदली दी और अपना इतिहास लिख दिया. Uncle Manu liked to teach in school but in order to start a new business, he gave the astrologer his consent/horoscope and wrote his resignation. PROBE: गूँड़ा; shoe.

12. हम घर के बाहर गाड़ी का इंजन कर रहे थे तभी रामदासजी नजर आये और उन्होंने हमें निर्देश की शादी का न्यौता/तोहफा दिया जो एक बड़ा लाल और मिले डिजाइंड में था. We were waiting outside the house for the car, when Ramdasji came into view and he gave us an invitation/gift for Nirmal’s wedding which was kept in a large red and yellow box. PROBE: घास; lentil.

13. बॉलस मिनरल्स की ओर गिल्हे के बाद ठंडे के कोंच जीनी जो ने नए हंडी टॉप को आकार/कप दिया जिससे बड़े लोगों को प्रेमण मिली है. After receiving the order from the Sports Ministry, the team coach Joshi gave the new hockey team a shape/cup which has given a lot of people hope. PROBE: सर्वकाल; road.

14. इस सन के बाद उस महीने पहली बार पंचायत की चेतावनी हुई, जिसमें ग्राम पंचायत के अलग-अलग कार्य के लिए पंचायत प्रमुख ने एक कोट से पंजी भेंट की लिखाई/पंजली दी और आगे के काम की योजना बनाई. After 10 years, the village council met this month, where the council chief gave a recommendation/file for one crore rupees to take care of various activities and make a plan for the days ahead. PROBE: कपड़ा; clothes.

15. कठिन विकास यात्रा के दिन ग्राम कर्मचारियों के बाद, मेहंदीजी रामपुर गांव गए और वहाँ उन्होंने जैकब रही करने के लिए सोचकर को बहार/विशेष दिया और अपने चाचा की ज्योति पर अपने आप प्रयोग करने लगे. After obtaining a degree from the agricultural university, Maheshji went to Rampur and gave the villagers motivation/(a) challenge to farm organically and began to experiment on his uncle's land himself. PROBE: नाक; nose.