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The aim of this study was to investigate the accuracy and reliability of above and 
underwater 3D reconstruction of a calibration volume used for swimming analysis. The 
calibration volume (3x2x3m3) was positioned half above and half below the water surface. 
Recordings with four underwater and two above water synchronised cameras were done 
and DLT algorithm used to estimate marker locations. Reconstruction accuracy was 
determined by the RMS error of 12 validation points and reliability by the standard 
deviation of all digitisations of the same marker. Comparison among different number of 
control points showed the set of 24 points to be the most accurate for both environments. 
Although, the RMS values above water were lower than the RMS values presented 
underwater. The calibration volume was found to have high accuracy and reliability. 
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INTRODUCTION: The kinematic analysis of the human movement often requires the 
measurement of the position of significant body landmarks. Swimming is a complex and 
highly integrated form of movement developed in a multi-planar environment, where 
swimmers constantly interact with air and water. However, most studies in swimming were 
limited to two-dimensional analysis techniques, which imply a higher number of errors, once 
disregards the multi-planar characteristics, particularly in the upper limb analysis. Three-
dimensional reconstruction often uses the DLT algorithm, where an appropriate number of 
points, with known 3D coordinates on a calibration volume, are used as control points for the 
calibration of the recording space. In this procedure, the number and distribution of the 
control points, as well as the size of the calibration volume, affect the reconstruction accuracy 
(Chen et al., 1994; Lam et al., 1992). Additionally, swimming kinematic analysis imposes 
obstacles to data acquisition, as the errors associated to image distortion, refraction, 
digitisation and 3D reconstruction (Kwon & Casebolt, 2006), may influence the final obtained 
results. Therefore, the purpose of this study was to assess the influence of the number of 
control points in the accuracy and reliability of the under and above water 3D reconstruction.  
 
METHODS: The calibration volume was recorded simultaneously by four under and two 
above water stationary video cameras (Sony® DCR-HC42E) (Figure 1). The volume was 
positioned half above and half below water surface. Cameras’ optical axes formed an angle 
of 100° between the two above water cameras, varying the angle between underwater 
cameras between 75°

 
to 110°. A LED system visible in the field of view of each camera was 

used for its temporal synchronisation. Underwater cameras were placed at 1.0 to 1.5 m 
below the water surface and the above water cameras were placed at a 3.0 to 3.5 m high. 
The calibration volume was made from 1 cm diameter aluminium tubing (composing the 
rods), with 3 x 2 x 3 m3 in the horizontal (x), vertical (y) and lateral (z) directions, respectively, 
and the aluminium tubes were linked through steel wires (Figure 2). Plus, the calibration 
volume had a total of 184 (92 above and 92 below water) spheres with 3 cm in diameter. The 
size of the calibration frame was established to allow a complete stroke cycle of front crawl 
swimming to be performed in it. To assess the number of control points required to maximise 
the accuracy of 3D coordinate reconstruction, 12 markers in the calibrated space were 
digitised over 50 frames for each underwater and above water camera views. Seven series 
of digitising were performed for this set of 12 markers, using 8, 12, 16, 20, 24, 28 and 30 
control points, above and below water, respectively. 

The correlation between %MPP and %RM can be seen in Figure 2. The best associations 
between P and %RM, where obtained through MPP for LP (R²=0,92) and for S (R²=0,94) 
respectively. These results suggest MPP as the best P parameter predictor for both 
exercises relative to Pmax. 
However, PP is the only parameter that allows one to determine at which angle PP occurs. 
No other P parameter can be used to study the relationship between P and %RM for each 
knee joint angle, as can be seen in Figure 3. 
The same Figure shows that for a 90º knee angle, the highest values of PP are attained with 
light loads in S (<30%RM) and with moderate to light loads in the LP (<60%RM). However, at 
a 170º knee angle, PP occurs with higher %RM in S (>80%RM) and LP (60-90%RM). These 
findings suggests that light loads (<30%RM) are ideal to produce high PP values at angles 
near 90º for the S, and for LP with loads inferior to 60%RM. 
To produce high PP values at angles near 170º, heavier loads are ideal for S (>80%RM) and 
LP (>65-90%RM). To the best of our knowledge the literature disregard the angle at which 
PP occurs. However we believe that the knowledge of this information seems to be 
important, since it allows to adjust the training intensity to specific requirements of an athlete, 
regarding the joint angle at which PP should occur. Also, it brings a contribution to 
understand possible training effects, resulting from the use of light loads versus high loads. 
 
CONCLUSION: The main conclusions of this study were: i) PP occurs at higher knee angles 
in the LP compared to S; ii) the optimum angle for PP depends on %RM used, and that 
relationship is more evident in the S exercise; iii) Pmax was dependent on the parameter 
used in both exercises; iv) MPP was the best P parameter predictor for both exercises 
relatively to Pmax; v) PP is the only parameter that allows studying the influence of joint 
angles in the relationship between Power and %RM; vi) light loads are ideal to produce high 
PP values at knee angles near 90º for S and LP; vii) heavy loads are ideal to produce high 
PP values at knee angles near 170º for S and LP. The results highlight the importance of 
studying the joint angle at which P is attained, to better understand the relationship between 
P and %RM.  
 
REFERENCES: 
Baker, D., Nance, S., & Moore, M. (2001). The Load That Maximizes the Average Mechanical Power 
Output During Jump Squats in Power-Trained Athletes. Journal of Strength & Conditioning Research, 
15 (1), pp. 92-97. 
Cronin, J., & Sleivert, G. (2005). Challenges in understanding the influence of maximal power training 
on improving athletic performance. Sports Medicine , 35 (3), pp. 213-234. 
Sanchez-Medina, L., Perez, C. E., & Gonzalez-Badillo, J. (2010). Importance of the Propulsive Phase 
in Strength Assessment. International Journal of Sports Medicine, 31 (2), pp. 123-129. 
 



884ISBS 2011 Porto, Portugal

Vilas-Boas, Machado, Kim, Veloso (eds.) 
Biomechanics in Sports 29

Portuguese Journal of Sport Sciences
11 (Suppl. 2), 2011

 

 

 
RESULTS: RMS errors for the x, y, z axes and resultant showed to be lower above the water 
comparing to the underwater reconstruction values. The sets with lower values for both 
conditions and axes were 20 and 24 control points (Table 1). Resultant RMS error for under 
and above water environment, represents 0.2% of the calibrated space, for each underwater 
axes, and 0.1%, 0.2% and 0.1% of the calibrated space, for the x, y and z above water axes.  

 
Table 1 

Underwater and above water RMS errors (mm) for the horizontal (x), vertical (y), lateral (z) axes, 
and resultant, for the different sets of control points 

Number 
of 

control 
points 

Underwater Above water 

x y z Resultant x y z Resultant 

8 6.67 4.70 7.19 6.19 4.46 4.90 6.61 5.32 
12 5.70 4.48 7.21 5.80 4.60 5.20 6.93 5.60 
16 5.42 5.42 7.07 5.97 4.56 5.65 6.12 5.44 
20 3.46 5.35 7.17 5.33 3.68 5.27 3.50 4.16 
24 5.86 3.45 4.38 4.56 3.59 3.11 4.00 3.57 
28 5.63 5.80 8.10 6.51 3.80 3.30 3.83 3.64 
30 5.37 6.51 7.03 6.30 3.90 3.33 3.68 3.64 

 
Standard deviation in underwater cameras were ± 0.28 mm, ± 0.27 mm and ± 0.29 mm for 
the x, y and z directions, respectively and for the above water cameras the values were ± 
0.30 mm, ± 0.19 mm and ± 0.29 mm for the x, y and z directions, respectively. 
 
DISCUSSION: The obtained results revealed for the underwater recordings an increasing 
accuracy as the number of control points augmented (until 20-24), as reported previously 
(Lauder et al., 1998; Psycharakis et al., 2005).  Regarding the above water recordings, 
accuracy also increased with the number of the control points (8 to 20-24) as reported by 
Shapiro (1978) and Chen et al. (1994). In both environments, a further increase until 30 
points did not improve the accuracy of both measurements. Considering the volume of the 
calibrated space, the errors were similar or lower than those reported previously. For 
underwater environment Payton & Bartlett (1995) reported values of 2.3 mm, 3.3 mm and 2.9 
mm, while Lauder et al. (1996) observed RMS values ranging from 1.86 to 2.82 mm (lateral 
axis), from 4.53 to 7.32 mm (horizontal axis) and from 3.51 to 7.76 mm (vertical axis). 
Psycharakis et al. (2005) presented RMS error values of 3.9 mm, 3.8 mm and 4.8 mm for the 
x, y and z axes respectively, representing 0.1%, 0.2% and 0.5% of the calibrated space. 
Kwon et al. (1995), for a calibration volume of 3 x 1 x 1 m, referred RMS values of 6.4, 6.6, 
4.2 mm for x, y and z axes, respectively.  Gourgoulis et al. (2008) presented, for a small (1 x 
1x 1 m) and for a large (1 x 3 x 1 m) calibration volumes, RMS values of 1.61 and 2.35 mm 
(lateral axis), 2.99 and 4.64 mm (horizontal axis) and 2.83 and 2.59 mm (vertical axis). For 
above water reconstruction, Coleman & Rankin (2005) studied the golf swing and reported 
RMS errors of 5.1 to 9.8 mm (representing 0.4%, 0.5% and 0.3% of the calibrated space, for 
the x, y and z axes, respectively). Challis (1995) presented values ranging from 6.1 to 23.0 
mm depending of the position of the calibration volume (1 x 1 x 0.6 m). While Chen et al. 
(1994), for a calibration volume of 2.10 x 1.35 x 1.00 m found, depending of the number of 
control points, a mean error ranging from 1.8 to 3.6 mm for x, 1.9 to 2.7 mm for y, 5.4 to 12.8 
mm for z, and a resultant from 6.6 to 1.6 mm. In addition, Yanai et al. (1996) reported mean 
resultant errors ranging from 8.34 to 16.44 mm for the above and from 9.93 to 16.22 mm for 
the below water control volumes (1.5 x 8.4 x 2 m). The present results revealed that during 
underwater recordings the RMS reconstruction errors were greater comparing to those 
obtained above the water, which is in accordance with the literature (Yanai et al., 1996; 
Lauder et al., 1998). These increased reconstruction errors, when underwater recordings 
were analysed, were probably due to light refraction (Lauder et al., 1998; Kwon & Casebolt, 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1: Upper image of the cameras’ field of view in the set up. 

 
To avoid overestimating accuracy, the 12 markers selected for these comparisons were not 
included in any set of calibration points since the DLT algorithm is optimised for its 
reconstruction (Challis & Kerwin, 1992; Chen et al., 1994).  
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Calibration volume, with aluminum tubes (black) and steel wires (grey). 
 
All reconstruction errors were calculated from the raw coordinate data without any smoothing 
procedure (Scheirman et al., 1998), and determined by the Root Mean Square (RMS) error 
of the 12 validation points for the three axes and for the resultant, using the following 
equation: 
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where Er was the reconstruction error, xiR was the reference value, xir was the reconstructed 
and N was the number of points used. To obtain reliability estimation, one operator repeated 
the procedure 10 times, and reliability was considered as the standard deviation value across 
all digitisation of the same marker.  
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Figure 2: Calibration volume, with aluminum tubes (black) and steel wires (grey). 
 
All reconstruction errors were calculated from the raw coordinate data without any smoothing 
procedure (Scheirman et al., 1998), and determined by the Root Mean Square (RMS) error 
of the 12 validation points for the three axes and for the resultant, using the following 
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where Er was the reconstruction error, xiR was the reference value, xir was the reconstructed 
and N was the number of points used. To obtain reliability estimation, one operator repeated 
the procedure 10 times, and reliability was considered as the standard deviation value across 
all digitisation of the same marker.  
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To date, no methodology exists that can measure Achilles tendon stiffness in a controlled 
dynamic situation while simultaneously investigating tendon and joint stiffness 
interactions. Stiffness refers to the ratio between force and elongation, and the aim of this 
preliminary study was to establish an analysis protocol for sledge reaction forces during 
cyclical loading of the triceps surae. Results indicated the magnitude of forces was just 
under 50% of body weight, which was expected. Removal of the first two trials from 
analysis reduced standard deviation and 95% confidence interval of plantarflexor force, 
contact time and contact time-flight time ratio, suggesting this protocol is suitable to 
ensure data gathered is repeatable and consistent. Future work using inverse dynamics 
and ultrasound shall provide information on Achilles tendon loading and stiffness.  
 
KEYWORDS: biomechanics, Achilles tendon, tendon mechanics, ultrasound, stiffness 
 

INTRODUCTION: Stiffness refers to the ratio between force and elongation. The importance 
of leg and joint stiffness in sporting performance has previously been established (Hobara et 
al., 2010; Kuitunen et al., 2002), and Achilles tendon stiffness has been shown to be related 
to both injury and performance (Kubo et al., 2000; G. A. Lichtwark & Wilson, 2008; Mahieu et 
al., 2006). Tendon stiffness can be measured indirectly using modelling (Kafka et al., 1995), 
electromechanical delay (Winter & Brookes, 1991) and the quick release method (Rabita et 
al., 2008) or using invasive and non-invasive direct methods (Arampatzis et al., 2007; G.A. 
Lichtwark & Wilson, 2005). Isometric dynamometry and ultrasound are often used to 
determine tendon force and elongation, but the relationship between tendon mechanics 
during isometric and concentric contractions is questionable. Studies of concentric conditions 
typically have little control over subject movement during the activity itself which may also 
affect loading rates and patterns. Previous work relating tendon stiffness during isometric 
contractions to joint stiffness in dynamic situations is also potentially erroneous (Kubo et al., 
2007).  
Force sledges have previously been used to investigate differences in stretch-shortening 
cycle (SSC) function (Harrison et al., 2004) and to perform fatiguing SSC exercise (Ishikawa 
et al., 2006). Finni et al. (2000) used a force sledge and ultrasound to investigate in vivo 
muscle mechanics, with patellar tendon forces measured using invasive implanted optic 
fibres. Tendon stiffness or kinematic data was not reported however. This suggests a need to 
develop a non-invasive, controlled and direct method of determining in vivo tendon 
mechanics during dynamic activities that can also allow study of the tendon-joint stiffness 
relationship. 
To date, there is no normative data for the magnitude of plantarflexor force during rhythmical 
cyclical loading using a novel adaptation to a force sledge. This SSC activity is thought to be 
similar to that of hopping or running. The consistency and repeatability of these forces are 
also unknown. This preliminary study investigated the reaction forces during repeated 
impacts using a force sledge and aimed to establish a protocol for data analysis. This 
protocol will then be used in further studies using the sledge to investigate tendon stiffness 
and the tendon-joint stiffness interaction during dynamic activities. 
 
METHODS: Data collection: Following university ethics committee approval, seven trained 
males (mean ±SD: age: 22.1 ±1.4 years; height: 183.9 ±6.0 cm; mass: 87.0 ±7.5 kg) 
volunteered as subjects for this study. None had suffered an ankle injury in the 3 months 
prior to testing or had ever had surgery of the lower limb. Subjects completed a Physical 
Activity Readiness Questionnaire and signed an informed consent prior to participation.  

 

 

2006). In addition, the observed results seem to be reliable sense its study reveal small 
errors. In fact, the reliability of coordinate reconstruction was similar than the values reported 
by Psycharakis et al. (2005; ± 0.4mm, ± 0.5mm and ± 0.4 mm, for the x, y and z axes, 
respectively).  
 
CONCLUSION: The use of 20-24 control points was shown to provide the most accurate 
results among sets of various numbers of control points. Although, the RMS values above 
water were lower than the RMS values presented in the underwater reconstruction. In 
general, the calibration volume analyzed showed to have good accuracy and reliability for 3D 
swimming analysis. 
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