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The purpose of this investigation was to indicate the re] iabi! ity of 
tot" I hod y c e n t e r - 0 f - g r a v i t y va I u e s c a 1 cui ate d fro m c in,"n a t 0 g rap h i c a I d a t a . 
In biompchanical research studies in which film data are utilized, 
researchers l,ave often overlooked the precision of the digitizing proc~dure 

employed in obtaining the data. Previous approaches to establishing 
reI iabil ity for the digitizing procedure have becn single-faceted; that is, 
only i1<traploter or interploter error was investigatcd. Since there are 
sever,,1 error sources, an approach should be taken that not only determines 
the rnntriblltion of each source to measurement imprecision but also 
determines the interactions of these sources. The application of 
g e n (' r "I i 7. Cl b i I i l Y the 0 r y, for mu I ate d b y Cr 0 n b a c het a I. (I 9 7 2 ), pro v i d 8 S 

surh" technique. By examining the sources of variability of tOlal body 
rcnlpr-of-gravity values calculated by the segmental m0thod, signal/noise 
ratios wpre calculated to indicate the relative precision of the digitizitlg 
procC'dure. 

Ti,e concept of signal/noise ~atios has arisen from describing 
commllniciltion systems in which the ratio "compares the strength of lbe 
transmission to the strength of the interference" (Cronh.:Jch "nu Gleser, 
1964, p. 46fll. If the signal is large in comparison with the noise, the 
reslIlting.ratio is large and is indicative of the adequacy of the 
measurempnt procedure. However, if the signal is weak ('ompared with the 
noise, tl'e intended discriminations of the measurement procedure may not be 
obsprved. 

Bren"an and Kane (1977) have stated that the signal/noise ratio provides 
an index of the relative precision of the measurement procedure for either 
a dom;;in-referenced or a norm-referenced interpretation nf scores. Tile 
ratio is formed by comparing universe score variance with tll~ appropriate 
error voriance. If a domain-referenced interpretation of scores is 
required, absolute error variance is used. Relative error variant'c becomes 
tbe appropriate error term if a comparative interpretation of scores is 
needed. 

METHODS AND PROCEDURES 

TotJ! body COG values were determined for 28 colleg~-~gpd students who 
were filmed by a LOCAM camera at 100 fps while performing the bosic 
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locomotion skill of walking. Basic anthropomorphic information for t!le 14 
females and 14 males is provided in Table I. Each subject was attired in 
'!lorts, short-sleeved shirt, and athletic shoes so that anatomical 
landmarks could be identified in the digitizing process. 

TABLE 1. ANTHROPOMORPHIC DATA Of SUBJECTS 

HEIGHT WEIGHT 
(cm) (kg) 

MEAN S .D. MEAN S .D. 

fEMALES (n= 14 ) 163.83 5.74 57.74 6.05 

MALES (n= 14) 178.79 5.13 77.50 7.86 

Film analysis was conducted on each subject using six frames of f i I m 
depicting a one stride walking cycle consisting of right heel strike, r i gh t 
foot flat, left toe-off, left heel strike, left foot flat, and right 
toe-off. All film frames were marked to ensure that identical frames were 
digitized by the two investigators using two different digitizing 
sequpnces. The same digitizing instrument was used throughout the data 
collection process. 

Two different digitizing sequences were used on alternate days by the 
two investigators. In Sequence J, all segmental endpoints were digitized 
in 3 specified order for each of the six frames of film. Sequence 2 
r~quired the digitizing of each segmental endpoint in all 6 frames of the 
stride ~ycle. Then, in turn, the 2nd, 3rd, 4th, etc. anatomical landmark 
was digitized throughout the 6 film frames. Sequence 2 required almost a 
fourfold increase in the time for the investigators to complete the 
digitizing process in comparison with Sequence 1 

TABLE 2. ESTIMATED VARIANCE COMPONENTS IN CENTIMETERS AND 
PERCENTAGES Of TOTAL VARIANCE BY X AND 
Y-COORDINATES fOR fRAME 4 

SOURCE Of X % OF Y % OF 
VARIANCE TOTAL TOTAL 

PERSONS 15.75 78.6 1. 52 82.5 

I NVESTlGATORS 

SEQUENCES 0.10 0.5 

P x 0.31 1.5 0.0" 0.0 

P x S 0.35 1.8 0.0" 0.0 

x S 0.91 4.5 0.06 3.1 

P x x S 2.62 13 .1 0.27 14.4 

"NEGATIVE VARIANCES WERE REPLACED WITH ZEROS (BRENNAN, 1984) 

Four COG values were then determined for each person filmed in each of 
t~e six positions of the stride cycle. Two similar FORTRAN computer 
~ro. rams used the same body segment parameters for calculating the COG 
valups. Because of the two different digitizing sequences, the computer 
programs varied only with respect to the order of reading the segmental 
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endpoin data. Also, an identical reference point was used in both 
pr n g r ,-tms nnd provided a common origin with respect to the four sets of rOG 
valu~s. X- and V-coordinates for tllese COG values were aoalyzed separately 
by t Il ,. HMDRV computer program using a fully crossed 3-wny ANOVA design. 

RESULTS i\NlJ DISCUSSION 

Sevpn sources of variance were identified and arc 1 [sted in Table 2. 
The. IlPersrnstl SOUI:"ce represents the variation dUQ to the subjects or the 
objects of measurement and are not considered as a source of error in 
general i?ability theory. The "Investiglltors" and "Sequences" sources are 
the two facets of the study and are represeotative of th~ measurement error 
of rh .. rwo plotters in the digitizing process and tll," two uigitizin 
sequences, respectively. 

Estimated variance components and percentages of totnl variance for the 
seven sources of variation were computed for the X- and V-COG values for 

ch uf the frames analyzed. The data for Frame 4 is representative of the 
valu~. determined in al 1 six frames and is also presented in Table 2. Tn 
all frnmes, the major contributor to score variance was the variation among 
persons. Percentages of total v"riaoce for this source ranged from 78.1, to 
80.2 fnr the X-coordinates and from 80.3 to 83.7 for the Y-coordinate 
Residunl error (P x I x S) was the second largest contrihutor to scarp 
varinn~e "cross all frames for each X- aod Y-coordinate (I 1.7 to 16.6%). 

In the initial partitioning of total variance, several interaction terms 
had larger variances than did their main effects indicating tllat th 
PLopos~d linear model was too elaborate. A different linear model waS theo 
defined with fewer terms. The linear model was collapsed in such a Io.'ay 
thnt v.riance was attributed neither to Investigators for the X- and 
Y-coorulnates nor to Sequences for the V-values Additionally, certain 
interaction sources had negative variances and were replaced by zeros. 

Th .. Investigator x Sequence internction accounted for th" third highest
 
error ~Ourre across frames and coordinate values. Values ranged from a
 
low of 3.9% to a high of 4.67. for the X-COG coordinates. Corresponding
 
values for the V-COG coordinates were 2.37. to 4.0%. This interaction
 
eff~ct indic~ted that the way in which the two investigators identified
 
segmental endpoints was different dependent upon the sequence being used.
 
Acro~s all fLames, Investigator I had larger X-coordinates and smnllpr
 
V-vnluuR if Sequence 2 was followed whereas Investigator 2 had smaller X

and larger V-coordinates fOL Sequence 2.
 

TABLE 3. COG MEANS IN METERS fOR INVESTIGATORS BY X- AND
 
Y-COORDINATES fOR fRAMES 1, 4, AND 6
 

INVESTIGATOR 

fRAME COORDINATE 1 2 DIffERENCE 

6 

NOTE: 

X 
Y 

X 
Y 

X 
Y 

DIffERENCE EQUALS 

6.57 6.63 
7.11 7.10 

7.30 7.36 
7.10 7.10 

7.72 7.78 
7.13 7.13 

I NVESTI GATOR 1 -
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-.06 
.01 

-.05 
.00 

-.04 
.00 

INVESTIGATOR 2 



TABLE 4. COG MEANS IN METERS BY SEQUENCES BY X- AND 
Y-CooRDINATES FOR FRAMES I, 2, AND 3 

SEQUENCE 

FRAME COORDINATE DIFFERENCE 

1 X 
Y 

6.66 
7.10 

6.54 
7.10 

.12 

.00 

2 X 
Y 

6.89 
7.10 

6.77 
7.10 

.12 

.00 

3 X 
Y 

7.08 
7.13 

6.96 
7.12 

.12 

.01 

NOTE: DIFFERENCE EQUALS SEQUENCE 1 - SEQUENCE 2 

The decision to collapse the original linear model was also supported by 
inspection of the marginal means of both the X- and Y-coordinate values 
across Investigators and for the V-coordinates across Sequences. Values 
for Frames I, 4, and 6 exemplify the data for all frames by Investigators 
and ar~ presented in Table 3. The average difference between Investigators 
acr,ss all frarnes was 6.0 and 0.1 cm for the X- and V-coordinates, 
respectively. 

Inspection of the marginal means across Sequences showed a different
 
picture. Representative of the data for all frames are the values for
 
Frames I, 2, and 3 which are s~own in Table 4. The average difference
 
bctwpen Spquence I and Sequence 2 for the V-coordinates was 1.0 cm.
 
However, for the X-coordinate, this difference was 12.0 cm wl]ich supports
 
retaining the Sequence source as a significant contributor to total
 
variance. 

In ge~eralizabil ity theory, the estimated variance components provide
 
the means for determining the reliability of the specified universes of
 
genpral ization. In this study, three universe score conditions were
 
specified:
 

( I ) 1~2 and S~2 I~2 and S~I 1=1 and S~I 

Signal/noise ratios using absolute, rather than relative, error variances 
were computed for the X- and V-COG coordinates for each measurement 
condition. The ratio values for Frames I, 3, and 6 are representative of 
the values observed in all six frames of film analyzed and are presented in 
Table 5. 

Under Condition I, the strength of the signal was 12.50 to 20.56 times 
greater than noise or measurement error for the X- and V-coordinates. This 
universe score condition reflects the precision of the measurement 
procedure when two randomly selected plotters use two randomly selected 

sequences in the digitizing process. Likewise, Condition 2 represents the 
adequacy of the digitizing procedure when two randomly selected plotters 
use one randomly selected digitizing sequence. The signal/noise ratios 
ranged from a low value of 6.43 to a high value of 10.31. In Condition 3, 
which is representative of the usual digitizing process of using one 
plotter and One digitizing sequence, the signal/noise ratios ranged from 
3.64 to 5.14. Across all frames and conditions, the signal/noise ratio was 
consistently larger for the V-coordinate than for the X-value. 
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TABLE 5. SIGNAL/NOISE RATIOS FOR THE THREE UNIVERSE SCORE 
CONDITIONS FOR FRAMES 1. 3. AND 6 

UNIVERSE SCORE CONDITIONS 

FRAME COORDINATE CONDITION 1 CONDITION 2 CONDITION 3 
(1=2,S=2) (I=2,S=I) (1=I,S=I) 

x 12.50 6.43 3.64 
y 16.31 B.15 4. OB 

x 13.42 7.14 4. 06 
y 17.57 B.79 4.39 

6 X 12.58 6.73 3.78 
y 20.56 10.31 5.14 

NOTE: I = NUMBER OF INVESTIGATORS; S = NUMBER OF SEQUENCES 

TABLE 6.	 STANDARD ABSOLUTE ERRORS IN CENTIMETERS FOR THE THREE 
UNIVERSE SCORE CONDITiONS FOR FRAMES I, 3, AND 6 

UNIVERSE SCORE CONDITIONS 

FRAME COORDINATE CONDITION 1 CONDITION 2 CONDITION 3 
(1=2,S=2) (I=2,S=I) (1=I,S=1) 

X 11. 31 15.76 20.96 
y 3.01 4.25 6.01 

X 11.29 15.48 20.53 
y 2.89 4.09 5.78 

6 X 11. 49 15.72 20.95 
y 2.60 3.76 5.32 

NOTE: I = NUJ-IBER OF I NVESTI GATORS; S = NUMBER OF SEQUENCES 

rh"ge signal/noise ratios reflect a definite loss in the precision of 
th~ measurement precedure for these three universe score conditions. 
Approximately a 50% loss in precision is observed when tl,e measurement 
procedure exemplified in Condition I is changed to the measurement 
procedure represented in Condition 2. The loss in precision is of greate 
magnitude when comparing the signal/noise ratios [or Condition I and 
Condition J. As the number of measurements was reduced to one at each 
segmental endpnint, there was approximately a 71 to 757. loss in precision 
for the total body COG values. 

As an indication of the dependability of the digitizing measurement 
prn("E:"~S. two important facts are reflected by the obtained signal/noise 
ratios: 

I.	 The precision of the measurement procedure was alt~red dramatically 
because of changes in the conditions of measurement 

2.	 Greater measurement error was observed for the X-COG than for the Y-COC 
coordinate values. 
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A PPLie I\rI 0 N 

The practice of using center-of-gravity values for describing human 
performance LS routinely accepted in biomechanical research studies. 
Althnugh the calculated COG values are considered to be most r presentative 
of the movement being analyzed, the question of the reliability, and 
ultimaLPly the validity, of these data is·rarely addressed. If the COG 
data are not reliable, then subsequent calculations e.g. displacement, 
velocity, and acceleration values, are also not dependable. 

On th basis of the signal/nais ratios determined in the pres nt study, 
the fnllowing two conclusions are warranted with respect Co the reliability 
of COG Jat computed by the segmental method: 

I.	 Total body COG values calculated using the most common digitizing 
scheme may be mor imprecise than is now recognized 

2.	 COG dlsp! cement through the vert'cal and horizontal pldGes may affect 
the pr ision of the estimated universe score. 

\oJirhout question, the digitizing procedure is a tedious and 
time-consuming process. For cinematQgraphic~L analy~es, the data collected 
through this procedure serve as the basic informa ion [or all subsequent 
SL pe; 111 thp data reduc ion process. Measurement error is t,jn ifll1erer',t 
feature of the digitizing procedure but liLtle attention has b en p~ld to 
quantifying and reducing the magnitude of this ~rror. Sport researchers 
nlusl recogl1ize measurement error in the data collection process and seek 
digitizing procedures Chat will minimize error and increase the reliability 
of theLr film Jata. 
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