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In human movement studies, in order to determine the way in which the various muscles cooperate to generate the motion, the estimates of the inertial and gravitational force contributions are required. The first step toward a quantitative description of a phenomenon is always represented by the use of an adequate model. The design of such a model necessitates both the assessment of the mass distribution of the body segments and the estimation of the translational and rotational displacement, velocities and accelerations of these latter. Also the external forces involved in the motion must be known.

Once the aforementioned variables are assessed and the body model has been designed, the solution of the indirect dynamic problem is possible and other variables, such as load distribution within musculoskeletal components, joint moments, energy, power and so on, can be computed.

The multifactorial analysis of the time course of all these variables can lead to motor control interpretation and neural activity investigation. In order to carry out such analysis, several body landmarks positions, according to the model, are measured at discrete time instants. The measuring process, whatever the means used, is quite error prone. Because of these errors, the biomechanist tackles everyday the problem of a proper signal processing. Since data are acquired, in fact, the recorded signal must be processed in some way in order to obtain correct information about the event to be analysed (i.e. the space calibration performed to obtain the parameters to be used for space intersection from the recorded 20 images). Moreover signal processing is mandatory to compute further variables from a data set (i.e. the computing of velocities and accelerations of displacement or angular data). Finally, more information may be extracted from the data by a proper processing such as for example the Power Spectrum Density (PSD) estimate describing the pulsation course of signal power and which can be used to determine the frequency content of the signal.

The aim of this paper is to present a personal computer program based on an original algorithm which allows to obtain from a set of data, in a single run, the following:

- the PSD of the signal via autoregressive (AR) modelling
- the frequency which bounds the signal to a given power or to a given signal to noise ratio (SNR).
- the filtered signal
- the interpolated signal (to whatever sampling rate different from the original)
- the integral and derivatives (first and second order).

All these results are obtained without operator intervention, i.e. the procedure is completely automatic. Particular attention has been payed to the processing speed in order to minimize the time spent for the computations, feature very important in routine analyses.

METHOD

As previously introduced, the instrumentation used to collect data introduces some amount of error corrupting the useful signal. This fact obliges to treat the data in order to remove, as possible, the noise superimposed on the signal in order to perform subsequent processing. Some critical operations, such as differentiation, magnifies, in fact, noise in this case, the measurement error can be amplified to such an extent which floods the useful signal. More details about this problem can be found in Wood (1982), Woltring (1985), D’Amico and Perrigno (1988, 1990).

The sources of errors can be various (Wood, 1982, Lamschumann, 1982), but in general can be subdivided in systematic ones (introduced by image distortions or marker ill-positioning as happens at knee joint level) and random ones (mainly due to quantisation noise). The latter are the more insidious because of their wideband spectrum, particularly dangerous for the computation of derivatives.

Several methods to solve the problem of noise magnification in processing biomechanical data have been described in literature, relying on time and frequency domains approach. In D’Amico and Ferrigno, 1988 an
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Figure 1: Algorithm Block Scheme

AR MODELLING

Very often to better understand the characteristics underlying a physical process it is useful to introduce the spectral analysis of the data representing the phenomenon under study.

There are several methods to obtain a PSD estimate and they can be divided in two large classes: Classical Spectral Estimation and Parametric Spectral Estimation (see Kay and Marple, 1981, for a review). The first one is basically based on Fourier Transform either of the data (Periodogram method) or on the correlation function (Correlation method). However, this approach presents several problems related to the poor frequency resolution for short data records (as in the case of sports movements), and the undesirable effect of leakage due to tacit time-domain windowing, which distorts the PSD. We remember that in this case the frequency resolution is approximately the reciprocal of the observation interval depending on the main lobe of the window transform, while the leakage phenomenon (i.e., the signal power spread into adjacent frequency region) is due to the
sidelobes.

The second method relies on signal modelling. Three important classes of such models are known as AR, moving average (MA) and autoregressive moving average (ARMA). Each class is suitable for different kinds of signals, but AR models show better performances from a computational point of view. In fact, differently from the other models, they require only the solution of linear equations to obtain the parameters estimate. Moreover the Wold decomposition theorem relates (Kay and Marple, 1981) these three kinds of model asserting that AR model can be used instead of ARMA and MA model at the cost of an increased order. For all these reasons our choice fell in AR field and, among the various available techniques for parameters estimation, we used the least square version of the forward-backward linear prediction, also called modified covariance algorithm (Ulrych and Clayton, 1976, Nuttall, 1976). This technique allows to obtain a very sharp PSD estimate, without showing the problem of spectral line splitting (Kay and Marple, 1981), but the computational costs are greater than for other methods. For this reason we optimised requirements taking advantage from the symmetries (real signals) and from the relationships between the elements of the matrix of the linear system to be solved.

The use of a parametric technique implies the problem of the model order choice, i.e. the definition of the proper number of parameters for the model necessary to obtain a reliable PSD estimate. Too few parameters lead to a less detailed PSD estimate, while an overabundant order introduces spurious peaks. In D'Aalloo and Perrigno, 1990, a discussion on this topic has been presented, however for the aim of this paper, it is sufficient to report that, after having analysed many biomechanical displacement data, we set the order at 15. In this way we tested the possibility to perform reliable PSD estimates for a broad class signals.

Once the PSD of the signal has been obtained, not only it is used for the further steps of the algorithm, but it is useful to analyse the phenomena under study from a frequency domain point of view. An example of such an utilisation is reported in D'Aalloo et al., 1989, 1990.

**BANDWIDTH SELECTION**

The bandwidth selection procedure, sets the cut-off frequency $f_U$ of the low-pass filter. The selection is automatically accomplished. The noise (supposed white) power is initially estimated by the PSD. The power is computed as the average value of the PSD in high frequency regions, namely between 0.8 $f_S$ and $f_S/2$ where $f_S$ is the Nyquist frequency ($f_S$ is the sampling frequency). In this region the contribution of the signal to the PSD is negligible with respect to the noise. This latter assumption is not a constraint if the error formula presented by Lanhammer, 1982: is considered. According to this relation, a sampling rate higher than twice the frequency content of the signal must be chosen in order to avoid drastic effects on the derivatives. Once the noise power ($N$) estimate is known, the frequency at which the PSD falls below 50 $N$ is found and taken as cut-off frequency.

**SIGNAL PREDICTION**

In order to avoid the edge distortions due to the periodic continuation implicit in the computation of the FFT, an extrapolation of the data beyond the record ends is performed. For this purpose, the parameters of the AR model are used. In order to optimise the procedure, the forward and backward parameters are separately used for the data after and before the record respectively. The length of the extrapolation depends on the selected filter bandwidth. It equals the number of samples of the impulse response of the filter in order to assure that all the data in the record are not distorted by edge effect due to filter loading.

The prediction is performed according to the standard formulas of AR models:

\[ s_t = -\sum_{k=1}^{p} a_k s_{t-k} + e_t \]  \hspace{1cm} (1a)

\[ s_t = \sum_{k=1}^{p} b_k e_{t-k} + e_t \]  \hspace{1cm} (1b)

where $a_k$, $b_k$ are the model parameters (forward and backward respectively), $s$ is the signal and $e_t$ and $e_{t-k}$ are known as modelling errors. The standard deviation of these latter is estimated by applying the eqns. 1 to the
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available data and computing the residual error.

FILTERING

The impulse response of an ideal low pass filter set at Pu is expressed by the function \( \sin(ka)/k \), where is \( k \) is the sample \( (2\pi/T_f) \) and \( a \) is the normalised Pu pulsation \( (2 Pu/T_s) \). The zeroes of this function lie at \( k = \pm a, \pm 2a, \ldots, \pm n/a \). The number of samples bounded between the first two (positive and negative) zeroes are \( Ps/Pu \). We have chosen to use for the filter a number of samples multiple of this ratio. In this way it is possible to use the desired number of lobes of the impulse response. This number has been defined as sharpening factor (FS) because, the higher it is, the sharper is the transition band behaviour. FS equal one is indicated for rapid transient analysis. In this case, in fact, only the (all positive) main lobe is used, avoiding the arising of oscillations or ringing on the second derivatives. For standard biomechanical data an FS of 3 has shown good results.

Once the impulse response of the ideal low pass filter has been designed, a windowing to the desired finite number of samples is required. In a previous work (D'Amico and Perrigno, 1990) a Hamming window was used. A better behaviour of the derivatives has been obtained by using a new window expressly designed. In order to have a sharp transition band behaviour (given FS) it is necessary to have a narrow frequency domain main lobe (Hamming window satisfies this condition), and in order to avoid problems of noise magnification at high frequencies it is desirable to have sidelobes continuously rolling off with a sufficient slope (this is not the case of Hamming window which presents constant value sidelobes). These characteristics have been obtained designing a polynomial window as follows:

\[
w(t) = (15t^4 - 8t^2 + 1)^L
\]

(2)

L trims the width of the main lobe and the roll off slope of the sidelobes. For our application L has been fixed at 2. Figure 2 shows the behaviour of two windows designed with eqn. 2, the Hamming window and a Kaiser window with the parameter equal to 3.5.

Once the design of the filter has been completed, it is transformed in the frequency domain and multiplied by the extended signal FFT.

INTEGRAL AND DERIVATIVES COMPUTATION

Integral and derivatives are computed in frequency domain by using the properties of the Fourier transform as described above. IFFT completes the algorithm.
Figure 2: The upper two panels show the frequency domain transform of the polynomial window (eqn. 2) for \( L=2 \) and \( L=3 \) respectively. The lower left panel shows the Kaiser window (\( p=3.5 \)) and the lower right the Hamming window. All the window transforms have been computed from 51 samples in time domain.

Figure 3: The upper panels show the first (thin line) and second (thick line) derivatives of the vertical displacement of a free falling ball including the throwing phase obtained with our procedure (left) and with GCVQS (right). The lower panels report second (thin line) and third (thick line, true value=-5) derivatives of a synthetic data set.
Figure 3 shows a comparison between the results obtained with the procedure herein described and by the generalised cross-validated quintic splines (CCVQS) (Woltring, 1986), believed to be the best smoothing and differentiating technique (Murphy and Mann, 1987). The upper panels refer to a free falling ball sampled at 50 Hz with the ELITE system. The second derivative obtained with our algorithm are more clean and do not show ringing near the peak. The lower panels show the results obtained from simulated data reported by Woltring, 1985. In this case the difference is dramatic on the third derivative. Moreover the time spent by the CCVQS for the processing was of 110 and 27 seconds for the ball and the simulated data respectively, while our algorithm spent 3 and 2.5 seconds respectively.
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